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ABSTRACT

Amblyopia is an eye disease occurred
due to the failure of interconnection between the
brain and the eye. It typically affects the vision
of children and kids. Amblyopia is a formative
issue that influences the spatial vision of one or
the two eyes without an undeniable natural
reason; it is related with a past filled with
irregular visual experience during childhood. In
this paper we proposed the Random Forest
Classifier (RFC) algorithm for finding and
detecting the amblyopia by using Random Forest
Classifier (RFC)
parameters taken as for the sample dataset are

algorithm.  The  Input

namely gender, age, cataract, myopia, hyperopia,

strabismus, and class.
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I. INTRODUCTION

Iris  acknowledgment is a
robotized strategy for biometric distinguishing
proof that utilizes scientific  example
acknowledgment strategies on video pictures of
either of the irises of a person's eyes, whose
mind boggling designs are one of a kind, stable,
and can be seen from some separation.

Retinal filtering is an alternate,
visual based biometric innovation that utilizes
the one of a kind example on an individual's
retina veins and is frequently mistaken for iris
acknowledgment. Iris acknowledgment utilizes

camcorder innovation with inconspicuous close
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to infrared brightening to obtain pictures of the
detail-rich, mind boggling structures of the iris
which are obvious remotely. Computerized
formats encoded from these examples by
numerical and measurable calculations permit
the recognizable proof of an individual or
somebody claiming to be that person. Databases
of selected formats are looked by matcher
motors at speeds estimated in the a great many
layouts for each second per (single-center) CPU,
and with strikingly low bogus match rates.

A few hundred million people in
a few nations around the globe have been taken a
crack at iris acknowledgment frameworks for
comfort purposes, for example, identification
free mechanized fringe intersections and some
national 1D programs. A key bit of leeway of iris
acknowledgment, other than its speed of
coordinating and its outrageous protection from
bogus matches, is the steadiness of the iris as an
inner and ensured, yet remotely noticeable organ

of the eye.

1.1 EYE DISEASE IDENTIFICATION

A great many people have eye
issues one after another or another. Some are
minor and will leave all alone, or are anything
but difficult to treat at home. Others need a pro's
consideration. Regardless of whether your vision
isn't what it used to be, or never was that
incredible, there are things you can do to get
your eye wellbeing in the groove again. Check
whether any of these regular issues sound

recognizable. Furthermore, consistently check

NCITCT 22

with a specialist if your indications are
downright terrible or don't clear up inside a
couple of days.
1.2 STRUCTURE AND FUNCTION OF THE
EYE

In the optical sciences, the natural
eye is frequently contrasted with a camera. Light
reflected from an item is centered around the
retina in the wake of going through the cornea,
student and focal point, which is like light going
through the camera optics to the film or a sensor.
In the retina, the approaching data is gotten by
the  photoreceptor cells committed for
distinguishing light. From the retina, the data is
additionally transmitted to the mind by means of
the optic nerve, where the impression of sight is
created. During the transmission, the data is
prepared in the retinal layers. A cross-area of the
eye and the structures engaged with the picture
development are introduced in Fig. 1.2.1.There
are three significant highlights in the camera
which can be seen undifferentiated from the
capacity of the eye: opening, camera focal point,
and the camera sensor. In the eye behind the
straightforward cornea, the hued iris directs the
measure of light entering the eye by changing
the size of the student. In obscurity, the
understudy is huge permitting the greatest
measure of light to enter, and in the brilliant the
student is little forestalling the eye to get an
overabundance measure of light. Similarly, the
camera directs the measure of light entering the
camera with the gap. Arranged by the eye to

concentrate on objects at different separations,

2
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the ciliary muscle reshape the flexible focal
point through the zonular filaments. For objects
in short separations, the ciliary muscle contracts,
zonular filaments slacken, and the focal point

thickens into sphere formed which results high

Figure 1.2.1: Cross-section of the eye.

This compares to the capacity of
central length, for example the separation
between the focal point and sensor, when
centering the camera. In the event that the eye is
appropriately engaged, the light passes through
the vitreous gel to the camera sensor of the eye,
that is the retina. The retina is the internal
surface of the eye and comprises of
straightforward tissue of a few layers of cells
assigned to retain and change over the light into

neural signs. The request for the retinal layers is
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refractive force. At the point when the ciliary
muscle is loose, the zonular filaments stretch the
focal point into slim molded and the

inaccessible.

impossible to miss since the transformation is
done by the light recognizing photoreceptor cells
on the layer which is in the rear of the retina and
farthest from the light.

Hence, the light needs to go through the retinal
layers before it comes to the photoreceptor cells.
When the light is identified, changed over and
the neural signs gathered to the optic nerve, the
driving forces are at long last transmitted to the

mind. During transmission from the
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photoreceptor cells to the optic nerve the electric
driving forces are additionally handled in the
internal layers of the retina. The nitty gritty focal
vision is framed in the macula which is an
exceptionally light touchy territory 5 to 6 mm in
measurement in the focal locale of the retina. In
the focal point of the macula is a round formed

zone known as fovea, where the cones are solely

Figure 1.2.2: Amblyopia.

Il. MATERIALS & EXPERIMENTAL
PROCEDURES
Philosophy Method Utilized In This Paper
Can Be Ordered In Two Stages
» Image processing and feature extraction
» Supervised learning
2.1 IMAGE PROCESSING AND FEATURE
EXTRACTION
This is the most significant advance of the task
as surfaces got will be taken as info material for
neural nets which will order the pictures in their
particular classes.
2.2 IMAGE COMPRESSION
As should be obvious there are various

kinds of pictures in dataset with various goals,
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found. The cones are photoreceptor cells
specifically touchy to various frequencies of
light. Close to the macula is the start of optic
nerve (optic nerve head or optic plate), from
where the fundamental corridor and vein rise in

the retina. There are no typical retinal layers.

distinctive camera quality and various
sizes. My work is to order them in various
classes. So first issue it confronted was
identified with heterogeneity of the dataset.
2.3 FEATURE EXTRACTION
This is last picture preparing step for the
venture. In this progression it will initially
separate border from each of the three layers and
afterward remove territory of three layers.
CANNY EDGE LOCATION
In this progression we continue towards
discovering edges of every one of the 3 layers.
This is finished by vigilant edge recognition. In

watchful edge location gaussian channels are
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applied at that point utilizing twofold edge of
force variety part is distinguished.
THRESHOLDING

This progression is applied on transformed
pictures which gives zone of the 3 layers. This is
finished by versatile thresholding. | have
additionally taken a stab at utilizing otsu’s
thresholding and straightforward thresholding

yet later is giving better regions then other two.
2.4 CLASSIFICATION

This is the last piece of the entire procedure. In
this part initially adjusted classes are made by
utilizing above pictures and afterward they are
given as contribution to neural nets alongside

marks. This on yield gives anticipated names.

2.5. IMPLEMENTATION OF KNN
ALGORITHM USING PYTHON

HANDLING THE INFORMATION
CALCULATE THE SEPARATION
FIND K CLOSEST POINT
PREDICT THE CLASS

CHECK THE PRECISION

YV YV VYV

2.6 LOGISTIC REGRESSION

Calculated regression produces brings about a
paired organization which is utilized to foresee
the result of a clear cut ward variable. it is most
generally utilized when the reliant variable is
parallel i.e, the quantity of accessible
classifications is two, for example, the typical

yields of strategic relapse are
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> Yesand No
» True and False
» Highand Low

» Pass and Fail

2.7 Implementation of Random Forests
Classifier Algorithm Using Python for
Detecting Amblyopia Eye Disease

A Random Forest (RF) is a
regulated learning calculation. It tends to be
utilized both for grouping and relapse. It is
additionally the most adaptable and simple to
utilize calculation. A backwoods is involved
trees. It is said that the more trees it has, the
more hearty a Forest. Random Forest makes
choice trees on arbitrarily chose information
tests, gets forecast from each tree and chooses
the best arrangement by methods for casting a
ballot. It likewise gives a really decent marker of

the element significance.

A Random Forest has an
assortment of utilizations, for example, proposal
motors, picture grouping and highlight choice. It
tends to be utilized to order faithful credit
candidates, recognize deceitful movement and
foresee ailments. It lie at the base of the Boruta
calculation, which chooses significant highlights

in a dataset.
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2.8 How does the algorithm work?

Training Training Training
Sample Sample Sample
1 2 000 n

l

Training Set

Decision Decision Decision
Tree Tree Tree
1 2 000 n
R =
o

N
e

Voting

l

Figure 2.1: Random Forests Classifier Algorithm

It works in four steps:
Stepl: Select random samples from a given
dataset.
Step2: Construct a decision tree for each
sample and get a prediction result from each
decision tree.
Step 3: Perform a vote for each predicted result.
Step 4: Select the prediction result with the most
votes as the final prediction.
Fast Facts on Amblyopia
Symptoms of lazy eye include blurred vision and
poor depth discernment.

> Lazy eye isn't an issue with the eye,

however the associations with the

cerebrum.

NCITCT 22

» Amblyopia can be brought about by
various elements, including a muscle
awkwardness or eye infection.

» Treatment can be viable and the sooner it
starts, the better.

Treatment

» Amblyopia is a relatively common
problem.

» Treatment tends to be more effective the
younger the child is effective.

» After a child is 8 years old, the
likelihood of vision improvement
drops significantly but can still be

effective.



ISBN:978-93-94412-05-7

There are two approaches to lazy eye treatment:

» Treatment an underlying eye problem

» Getting the affected eye to work so that

vision can develop
Treatment for underlying Eye problems

Numerous kids  who have
inconsistent vision, or anisometropia, don't
realize they have an eye issue in light of the
fact that the more grounded eye and the
mind make up for the setback. The more
vulnerable eye deteriorates, and amblyopia
creates.

A youngster with partial blindness,
far-sightedness, or astigmatism will be
endorsed glasses. The kid should wear them
constantly with the goal that the expert can
screen how powerful they are at improving

the vision

the vision to the more vulnerable eye.
Forthis situation, the standard treatment is
medical procedure to lift the eyelid.
Getting the languid Eye to work:

When the vision is adjusted and any
hidden clinical issues are tended to, at that
point there are a few different moves that
canbe made to help improve vision.
Impediment or utilizing a fix:

A fix is put over the "great" eye so
the sluggish eye needs to work. As the
mind is just getting data from that eye, it
won't disregard it. A fix won't dispose of an
eye turn, yet it will improve vision in the
lethargic eye.

The length of treatment relies upon

NCITCT 22

issues in the sluggish eye. Glasses
may likewise address an eye turn. In some
cases, glasses can understand the amblyopia,
and no greater treatment is required.

It isn't unprecedented for kids to
gripe that their vision is better when they
don't wear the glasses. They should be urged
to wear them for the treatment to be
powerful.

Waterfall medical procedure:

On the off chance that a waterfall is
the reason for amblyopia, it very well may
becarefully evacuated under either nearby or
general sedation.

Revising sagging Eyelids:

For certain individuals, amblyopia is
brought about by an eyelid that is
obstructing

numerous components, including the kid's
age, the seriousness of their concern, and
the amount they stick to the authority's
directions. The fix is generally worn for a
couple of hours every day. A youngster
ought to be urged to do quit for the day
while wearing the fix, for example,
perusing,shading, or homework.

Atropine Eye drops:

These might be utilized to obscure
vision in the unaffected eye. Atropine
widens the understudy, bringing about
obscuring when seeing things close up.
This makes the lethargic eye work more.
Atropine is typically less prominent and
unbalanced for the kid, contrasted and a
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fix, and can be similarly as compelling.
Youngsters who can't endure wearing a fix

might be endorsed

eye drops.
Vision Exercises:

This includes various activities and
games planned for improving vision
improvement in the youngster's influenced eye.
Specialists state this is useful for more seasoned
kids. Vision activities might be done in blend
with different medicines.

Medical procedure:

At times, eye medical procedure is

performed to improve the presence of an eye
» Random woodlands can likewise deal
with missing qualities. There are two
different ways to deal with these:
utilizing middle qualities to supplant
ceaseless factors, and registering the

vicinity weighted normal of missing

I11.  RESULTS AND DISCUSSION

The result and discussion for using
Random forest Classifier algorithm
explain the following terms.

For Feature Gender:

In amblyopia affect the feature years boys
compare with the girls. The boys vision have
un accuracy compare with girls vision.

For Feature Gender:
IV. CONCLUSION

Amblyopia is common in the

pediatric population, affecting 2-5% of

NCITCT 22

turn, bringing about better arrangement of the
eyes. This could possibly improve vision.
2.9 Favorable circumstances:

» Random woods are considered as an
exceptionally precise and vigorous
strategy due to the quantity of choice
trees taking an interest all the while.

> Doesn't experience the ill effects of the
over fitting issue. The principle reason
is that it takes the normal of the
considerable number of expectations,
which counteracts the inclinations.

» The calculation can be utilized in both

grouping and relapse issues.

qualities.

> You can get the relative element
significance, which helps in
choosing the most contributing

highlights for the classifier.

In Age wise it affect more in the age of Six, in
that period the more number of child affected
by amblyopia.

For Feature Cataract, Myopia,
Hyperopia,Strabismus:

In the Cataract, Myopia, Hyperopia,
Strabismusthe vision un accuracy is more and
accuracy , good, very good is very low

children. With early screening endeavors
andfitting treatment, great visual results can

be accomplished. The United States
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Preventive Services Task Force

suggests vision screening for all patients

matured 3 to 5 years. In this method easily

identified and we can able to detect the

V. FUTURE SCOPE

In the forthcoming days there would

be chance for getting the inputs dynamically

from the patients, including several that

havereached the clinical trial stage there is

hope that applying our knowledge of visual
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ABSTRACT

Agriculture is a key monetary
purpose pressure. People rely on an
extensive type of agricultural products in
almost all aspects of their lifestyles.
Farmers want to address climate
exchange and meet growing needs for
extra meals for higher meals fine. In
order to boost the yield and growth of
crops, the farmer needs to be privy to the
climatic conditions, consequently assisting
its preference of developing the ideal
crop, below those factors. One of the
maximum large effects these days in each
area of package ranging from leisure to
scientific technology has been credited to
devicemastering techniques and loT. loT-
primarilybased Smart Farming improves
the complete Agriculture computing
device by using a useful way of tracking
the arena in actual time. It continues with
different factors like humidity,
temperature, soil, and so forth. Below

take a look at and offers a crystal- clean

2Dr. Muthusamy Periyasamy

Professor,

Shri Venkateshwara University, Gajraula,
Uttar Pradesh, India.
muthu.namakkal@gmail.com

real-time observation. The robustness

of tool getting-to-know strategies and
computational strategies furnished smooth,
accurate, updated future predictions Machine
Learning in agriculture is used to enhance the
productiveness and terrific of the crops within
the agriculture region. Machine Learning in
agriculture is used to enhance the productivity
and extremely good of the plantlife inside the

agricultural area.
Keywords: 1oT, Machine Learning, Crop yield.
INTRODUCTION

Agriculture is a substantial source of
revenue for India's largest population, and it
plays an important role in the country's
economic system. It has been observed that
crop development in the agricultural region has
been slow over the last ten years. Food prices
are always rising as crop prices fall. This is due
to a multitude of factors. Water waste, low soil
fertility, fertiliser usage, illnesses, climate

change, and a variety of

11
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other issues could all be to fault. Wi-Fi sensor
networks and 10T integration give a powerful
intervention in agriculture that can be quite
beneficial. The Internet of Things is a method
of connecting everything to the internet by
connecting objects or gadgets that are no
longer connected (such as cars, homes,
digital devices, and so on). The distinct
underlying purpose of 10T is to ensure the
timely delivery of accurate records to the
relevant persons. Irrigation is a critical issue
in agriculture because to the inconsistent and
unpredictable nature of monsoon rainfall.
The term "smart agriculture” refers to a broad
category of food production processes that
are aided by the Internet of Things, big data,
and advanced analytics. When considering
the Internet of Things, adding sensing,
automation, and data generation to present
agricultural processes is a hot issue (loT).
The following 10T packages are the most
popular in smart agriculture. A) Sensor-based
systems for monitoring crops, soil, fields,
livestock, storage facilities, and nearly any
other key element affecting production.

B) Drones, autonomous robots, and actuators
are examples of smart agricultural vehicles.
C) Hydroponics or intelligent greenhouses
can be used to connect agricultural spaces.
D) Analytics, visualisation, and security

procedures, Future planning and simulation.
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The ideal yield estimate for the
numerous plants included in the planning
process is a major concern for agricultural
output and necessity. In recent years,
agricultural manufacturing has declined,
owing primarily to losses in the production of
non-food commodities, farming structures
and methods, and agricultural product
advertising. Precision farming, also known as
digital agriculture, has arisen as a new
medical specialisation that employs fact-
based tactics to boost agricultural
productivity while reducing environmental
impacts in order to address the issue of agri-

generation.

LITERATURE SURVEY

Farmers may assess the quantity of their
farm's output, as well as the ambient
temperature and moisture levels, as well as
the moisture and water content of the soil, on
their own. The key advantage is that the
structure’'s mobility can be adjusted
depending on the scenario (flora, weather,
soil, and a lot of others).

We supported a version of a real-time
tracking device for soil properties such as
moisture, temperature, and pH by
accumulating real-time information on
agricultural productivity. For this aim, Ubi-
Sense motes are placed, and decision support

machines are employed to monitor crops.
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SMS messages, as well as guidance regarding
a climatic sample, can be delivered to the
farmer. The Remote Monitoring System is
opulent in smaller areas, and specialist
expertise is required to assess the image.
They created a gadget that performs the
intended sports while gathering
environmental data such as humidity,
temperature, soil moisture, and wind speed
using l1oT nodes placed in the field. The GSM
module built inside Arduino is used to update
the current weather and environmental
conditions as well as receive data from the
device.

The proposed study makes advantage of the
benefits of 10T at nearly every stage of crop
production, including seeding, growing,
harvesting, watering, and transportation.
Farmers and other stakeholders interested in
obtaining comprehensive crop information,
from vyield output to sales, can profit from
real-time sensor statistics collected in these
types of agricultural ranges by equipment
equipped with Radio Frequency

Identification Systems and other sensors.

PROPOSED SYSTEM METHODOLOGIES

The resulting semantic records
provide yield prediction information based
primarily on environmental factors, growing

plant diseases, and preventive measures
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leveraging cloud inference and other types of
information. In some cases, our strategy
outperforms  current strategies. While
predicting vegetation, the machine aims to
aid farmers in making sound decisions. The
primary elements of the suggested device are
as follows: Automatic temperature, humidity,
tree, and water tracking; ,Internet-based data
transmission to a server via a Wi-Fi module;
, Peer-to-peer and multipoint community
implementation by configuring each module
to work as a sensing node.

Old temperature and humidity records from
the government website are also obtained and
saved in order to improve the accuracy of the
statistics supplied. Historical rainfall records
are also compiled and saved. The accuracy
achieved via the application of special system
learning approaches is compared to achieving
the most correct outcome, which is
subsequently delivered to the stop user. The
machine recommends the ideal crop to grow

as well as the fertiliser to go with it.

WORKING

The temperature sensors are set at a
specified height above the ground, whilst the
moisture sensors are distributed at specific
areas of the sector and rains.
The moisture sensor measures the moisture

content of the soil. The temperature sensor

13
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determines the temperature. As soon as the
motor is turned on, the device checks its
operation. The farmer receives a message that
says "the farm needs water, but the engine
isn't constantly working," and the comparable
message is displayed on the LCD. If water is
the problem within the motor, it will check
for moisture levels. If the moisture content of
the selected soil interior challenge is less than
31.5, Arduino receives alerts from the
moisture sensors and activates the motor
through a relay. The farmer receives a
message from the GSM module in addition to
the overall sensor data and the message
"motor is turned ON." If the soil is moist after
proper irrigation, i.e., all sensor values are
above the edge stage, the Arduino disables
the motor via the relay. The farmer receives
the notification "motor turned on due to high
temperature™ via the GSM module, which is
shown on the LCD and audible through the
buzzer earphones at the same time. This GSM
modem is used to send and receive
information from the farmer. The GSM
modem works exactly like a cell phone. A
SIM card is used to send and receive the
farmer's  statistics. ~ Another  critical
component is the WI-FI module, which is
used to upload the recorded values to the web
server. The expenses of one moisture sensor,

one raindrop sensor, and one temperature
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sensor will be continuously updated on a web
server using a Wi-Fi module for similar
information  evaluation and  sensor
monitoring.
RESULTS AND DISCUSSION

The primary goal of our study is to
adapt new technologies to critical industries
such as agriculture. the use of 10T technology
in agriculture This system simplifies
agriculture. Water and energy conservation
are extremely critical in today's agricultural
climate. As a result of the usage of sensor
networks in agricultural fields, smart
irrigation is now conceivable. The cloud was
employed to provide loT data to the buyer.
As a result, any changes in the crop may be
clearly recognised and assessed early.
Farmers in particular might profit immensely
from the suggested smart agricultural
tracking. After receiving data from the
microcontroller, the GSM modem forwards
the messages to the proper touch numbers.
The Wi-Fi model then sends the parameters
to the 10T server via a graphical approach.
The farmer then takes the essential field
safety precautions.
CONCLUSION

We propose a cutting-edge strategy
for smart agriculture that makes use of the
Internet of Things and machine learning in

this article. The incorporation of both
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historical and ancient data improves the final
product's accuracy. The equipment also gives
farmers with quick and accurate solutions. As
the world's population grows and extreme
climate events like droughts, warm waves,
and huge storms become more common or
severe due to climate change, agricultural
output forecasting will become more
important for guaranteeing food security. To
estimate  agricultural  production, area
surveys, crop trends, remote sensing,
traditional statistical models, and, more
recently, device learning algorithms have all

been used.

FUTURE SCOPE

To develop the system even further, the
following characteristics can be added: the
use of soil moisture sensors, ambient sensors,
and pH sensors to improve accuracy even
when predicting the crop. Locations, market
demands, and the crops of adjacent farmers
may all be considered when recommending
the best crop. This low-cost system was
inspired by the Internet of Things, which
allows for global research and discovery of
hardware-based agricultural criticism. For
example, the hybrid software, which is
compatible with Android, iOS, and internet
platforms, enables the farmer to monitor

sensor data from anywhere in the world.
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Abstract- With the increase of Artificial Neural Network
(ANN), deep learning has brought a dramatic twist in the field of
machine learning by making it more artificially intelligent. Deep
learning is remarkably used in vast ranges of fields because of its
diverse range of applications such as surveillance, health,
medicine, sports, robotics, drones, etc. In deep learning,
Convolutional Neural Network (CNN) is at the center of
spectacular advances that mixes Artificial Neural Network
(ANN) and up to date deep learning strategies. It has been used
broadly in pattern recognition, sentence classification, speech
recognition, face recognition, text categorization, document
analysis, scene, and handwritten digit recognition. The goal of
this paper is to observe the variation of accuracies of CNN to
classify handwritten digits using various numbers of hidden
layers and epochs and to make the comparison between the
accuracies. For this performance evaluation of CNN, we
performed our experiment using Modified National Institute of
Standards and Technology (MNIST) dataset. Further, the
network is trained using stochastic gradient descent and the
backpropagation algorithm.

Keywords: Handwritten digit recognition,Deep learning,
MNIST dataset,Backpropagation algorithm.

I. INTRODUCTION

In deep learning, Convolutional Neural Networking (CNN) is
being used for visual imagery analyzing. Object detection, face
recognition, robotics, video analysis, segmentation, pattern
recognition, natural language processing, spam detection, topic
categorization, regression analysis, speech recognition, image
classification are some of the examples that can be done using
Convolutional Neural Networking. The accuracies in these fields
including handwritten digits recognition using Deep Convolutional
Neural Networks (CNNs) have reached human level perfection.
Mammalian visual systems’ biological model is the one by which
the architecture of the CNN is inspired. Cells in the cat’s visual
cortex are sensitized to a tiny area of the visual field identified which
is recognized as the receptive field. It was found by D. H. Hubel et
al. in 1062.

The neocognitron, the pattern recognition model inspired by the
work of D.H. Hubel et al.was the first computer vision. It was
introduced by Fukushima in 1980. In 1998, the frameworkof CNNs
is designed by LeCun et al. which had seven  layers of
convolutional neural networks. It was adept in handwritten digits
classification direct from pixel values of images. Gradient
descent and back propagation algorithm is used for training
the model. In handwritten recognition digits, characters are
given as input. The model can be recognized by the system.
A simple artificial neural network (ANN) has an input layer,
an output layer and some hidden layers between the input and
output layer. CNN has a very similar architecture as ANN.
There are several neurons in each layer in ANN. The
weighted sum of all the neurons of a layer becomes the input of
a neuron of the next layer adding a biased value. In CNN the
layer has three dimensions. Here all the neurons are not fully
connected. Instead, every neuron in the layer is connected to the
local receptive field. A cost function generates in order to train
the network. It compares the output of the network with the
desired output. The signal propagates back to the system, again
and again, to update the shared weights and biases in all the
receptive fields to minimize the value of cost function which
increases the network’s performance. The goal of this article is
to observe the influence of hidden layers of a CNN for
handwritten digits. We have applied a different type of
Convolutional Neural Network algorithm on Modified National
Institute of Standards and Technology (MNIST) dataset using
Tensorflow, a Neural Network library written in python. The
main purpose of this paper is to analyze the variation of outcome
results for using a different combination of hidden layers of
Convolutional Neural Network.
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Il. LITERATURE REVIEW

Convolution neural network(CNN) is playing an essential role in
many sectors like image processing. CNN is also used for fault
detection and classification. Handwritten digit recognition has
become an issue of interest among researchers. There are a large
number of papers and articles are being published these days about
this topic. In research, it is shown that Deep Learning algorithm
like multilayer CNN using Keras with Theano and Tensorflow
gives the highest accuracy in comparison with the most widely
used machine learning algorithms like SVM, KNN & RFC.
Because of its highest accuracy, Convolutional Neural Network
(CNN) is being used on a large scale in image classification, video
analysis, etc. Many researchers are trying to make sentiment
recognition in a sentence.CNN is being used in natural language
processing and sentiment recognition by varying different
parameters. It is pretty challenging to get a good performance as
more parameters are needed for the large-scale neural network.
Many researchers are trying to increase the accuracy with less error
in CNN. In another research, they have shown that deep nets
perform better when they are trained by simple back-propagation.
Their architecture results in the lowest error rate on MNIST
compare to NORB and CIFAR10. Researchers are working on this
issue to reduce the error rate as much as possible in handwriting
recognition. In one research, an error rate of 1.19% is achieved
using 3-NN trained and tested on MNIST. Deep CNN can be
adjustable with the input image noise. Coherence recurrent
convolutional network (CRCN) is a multimodal neural
architecture. It is being used in recovering sentences in an image.
Some researchers are trying to come up with new techniques to
avoid drawbacks of traditional convolutional layer's. Ncfm (No
combination of feature maps) is a technique which can be applied
for better performance using MNIST datasets. Its accuracy is
99.81% and it can be applied for large- scale data. New
applications of CNN are developing day by day with many kinds
of research. Researchers are trying hard to minimize error rates.
Using MNIST datasets and CIFAR, error rates are being observed.
To clean blur images CNN is being used. For this purpose, a new
model was proposed using MNIST dataset. This approach reaches
an accuracy of 98% and loss range 0.1% to 8.5%. In Germany, a
traffic sign recognition model of CNN is suggested. It proposed a
faster performance with 99.65% accuracy. Loss function was
designed, which is applicable for light-weighted 1D and 2D CNN.
In this case, the accuracies were 93% and 91% respectively.

Il.  MODELING OF CONVOLUTION NEURAL
NETWORK TO CLASSIFY HANDWRITTEN DIGITS

MY
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A seven-layered convolutional neural network for digit
recognition

To recognize the handwritten digits, a seven-layered
convolutional neural network with one input layer followed by
five hidden layers and one output layer is designed and illustrated
in figure 1.

The input layer consists of 28 by 28 pixel images which mean
that the network contains 784 neurons as input data. The input
pixels are grayscale with a value 0 for a white pixel and 1 for a
black pixel. Here, this model of CNN has five hidden layers. The
first hidden layer is the convolution layer 1 which is responsible
for feature extraction from an input data. This layer performs
convolution operation to small localized areas by convolving a
filter with the previous layer. In addition, it consists of multiple
feature maps with learnable kernels and rectified linear units
(ReLU). The kernel size determines the locality of the filters.
ReLU is used as an activation function at the end of each
convolution layer as well as a fully connected layer to enhance the
performance of the model. The next hidden layer is the pooling
layer 1.1t reduces the output information from the convolution
layer and reduces the number of parameters and computational
complexity of the model. The different types of pooling are max
pooling, min pooling, average pooling, and L2 pooling. Here, max
pooling is used to subsample the dimension of each feature map.
Convolution layer 2 and pooling layer 2 which has the same
function as convolution layer 1 and pooling layer 1 and operates
in the same way except for their feature maps and kernel size
varies. A Flatten layer is used after the pooling layer which
converts the 2D featured map matrix to a 1D feature vector and
allows the output to get handled by the fully connected layers. A
fully connected layer is another hidden layer also known as the
dense layer. It is similar to the hidden layer of Artificial Neural
Networks (ANNSs) but here it is fully connected and connects
every neuron from the previous layer to the next layer. In order to
reduce overfitting, dropout regularization method is used at fully
connected layer 1. It randomly switches off some neurons during
training to improve the performance of the network by making it
more robust. This causes the network to become capable of better
generalization and less compelling to overfit the training data. The
output layer of the network consists of ten neurons and determines
the digits numbered from O to 9. Since the output layer uses an
activation function such as softmax, which is used to enhance the
performance of the model, classifies the output digit from 0
through 9 which has the highest activation value.

The MNIST handwritten digits database is used for the experiment.
Out of 70,000 scanned images of handwritten digits from the MNIST
database, 60,000 scanned images of digits are used for training the
network and 10,000 scanned images of digits are used to test the
network. The images that are used for training and testing the
network all are the grayscale image with a size of 28x28 pixels.
Character x is used to represent a training input where x is a 784-
dimensional vector as the input of x is regarded as 28x28 pixels. The
equivalent desired output is expressed by y(x), where y is a
10dimensional vector. The network aims is to find the convenient
weights and biases so that the output of the network approximates
y(x) for all training inputs x as it completely depends on weight
values and bias values. To compute the network performances, a cost

function is defined, expressed by equation 1.
2

cw,b)=(12nx) 000000 y(x) - a2 oo 1)
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Where w is the cumulation of weights in the network, b is all the
biases, n is the total number of training inputs and a is the actual
output. The actual output a depends on x, w, and b. C(w,b) is non-
negative as all the terms in the sum is non- negative. Moreover,
C(w,b)=0, precisely when desired output y(x) is comparatively equal
to the actual output, a, for all training inputs, n. To reduce the cost
C(w,b) to a smaller degree as a function of weight and biases,
the training algorithm has to find a set of weight and biases which
cause the cost to become as small as possible. This is done using an
algorithm known as gradient descent. In other words, gradient
descent is an optimization algorithm that twists its parameters
iteratively to minimize a cost function to its local minimum. The
gradient descent algorithm deploys the following equations [25] to
set the weight and biases.

C(w)

Negative slope Positive slope

Cost

Local cost minimum 2

Local cost minimum 1 Global cost minimum

Optim\:ml weight (W) w
Fig. 2. Graphical Representation of Cost vs. Weight
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And to attain the global minimum of the cost C(w,b) shown in figure

2.
The output of the network can be expressed by:
alOf(z)0f(wadb)

IV. MNIST DATASET

Modified National Institute of Standards and Technology (MNIST)
is a large set of computer vision dataset which is extensively used
for training and testing different systems. It was created from the
two special datasets of National Institute of Standards and
Technology (NIST) which holds binary images of handwritten
digits. The training set contains handwritten digits from 250 people,
among them 50% training datasets was employees from the census
bureau and the rest of it was from high school students. However, it
is often attributed as the first datasets among other datasets to prove

the effectiveness of the neural networks.

s
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Fig. 3. Sample images of MNIST handwritten digit dataset

The database contains 60,000 images used for training as well as few
of them can be used for cross-validation purposes and 10,000
images used for testing [27]. All the digits are grayscale and
positioned in a fixed size where the intensity lies at the center of the
image with 28x28 pixels. Since all the images are

28x28 pixels, it forms an array which can be flattened into
28*28=784 dimensional vector. Each component of the vector is a
binary value which describes the intensity of the pixel.

V. RESULTS

. A. Discussion of the Obtained Simulated Results In this
section, CNN has been applied on the MNIST dataset in order to
observe the variation of accuracies for handwritten digits. The
accuracies are obtained using Tensorflow in python. Training and
validation accuracy for 15 different epochs were observed
exchanging the hidden layers for various combinations of
convolution and hidden layers by taking the batch size 100 for all
the cases. Figure 4,5, 6, 7, 8, and 9 shows the performance of CNN
for different combinations of convolution and hidden layers. Table
1 shows the minimum and maximum training and validation
accuracies of CNN found after the simulation for the six different
cases by varying number of hidden layers for the recognition of
handwritten digits.

In the first case shown in figure 4, the first hidden layer is the
convolutional layer 1 which is used for the feature extraction. It
consists of 32 filters with the kernel size of 3x3 pixels and the
rectified linear units (ReLU) is used as an activation function to
enhance the performance. The next hidden layer is the convolutional
layer 2 consists of 64 filters with a kernel size of 3x3 pixels and
ReLU. Next, a pooling layer 1 is defined where max pooling is used
with a pool size of 2x2 pixels to minimize the spatial size of the
output of a convolution layer. A regularization layer dropout is used
next to the pooling layer 1 where it randomly eliminates 25% of the
neurons in the layer to reduce overfitting. A flatten layer is used after
the dropout which converts the 2D filter matrix into 1D feature
vector before entering into the fully connected layers. The next
hidden layer used after the flatten layer is the fully connected layer
1 consists of 128 neurons and ReLU. A dropout with a probability
of 50% is used after the fully connected layer 1. Finally, the output
layer which is used here as fully connected layer 2 contains 10
neurons for 10 classes and determines the digits numbered from 0 to
9.
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Fig. 4. Observed accuracy for case 1

Figure 5 is defined for case 2, where convolution 1, pooling 1
and convolution 2, pooling 2 is used one after another. A dropout is
used followed by the flatten layer and fully connected layer 1.
Before the fully connected layer 2 another dropout is used. The
dimensions and parameters used here and for the next cases are same
which are used earlier for case 1. The overall validation accuracy in
the performance is found 99.21%. At epoch 1 the minimum training
and validation accuracy are found. The minimum training accuracy
is 90.11% and the minimum validation accuracy is 97.74%. The
maximum training and validation accuracy are found at epoch
14. The maximum training and validation accuracies are
98.94% and 99.24%. The total test loss is found approximately
0.026303.

For case 3, shown in figure 6, where two convolutions are taken
one after another followed by a pooling layer. After the pooling
layer, a flatten layer is used followed by the two fully connected
layers without any dropout. The overall validation accuracy in the
performance is found 99.06%. The minimum

Accuracy

0.94 —=— Training Accuracy 1
=— Validation Accuracy

092 1 1 1 1 Il 1 I 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Epoch
Fig. 5. Observed accuracy for case 2

training accuracy is found 94.35% at epoch 1 and epoch 3, the
minimum validation accuracy is found 98.33%. The maximum
training and validation accuracies are 1% and 99.06% found at
epoch 15. The total test loss is found approximately 0.049449.

Similarly, in case 4 shown in figure 7, convolution 1, pooling 1
and convolution 2, pooling 2 are used alternately
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Fig. 6. Observed accuracy for case 3
followed by a flatten layer and two fully connected layers without
any dropout. The overall validation accuracy in the performance is
found 99.20%. At epoch 1 the minimum training and validation
accuracy are found.

The minimum training accuracy is 92.94% and the minimum
validation accuracy is 97.79%. The maximum training accuracy is
found 99.92% at epoch 15 and epoch 13, the maximum validation
accuracy also found 99.92%. The total test loss is found
approximately 0.032287.
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Fig. 7. Observed accuracy for case 4

Again, for case 5 shown in figure 8, two convolutions are used
one after another followed by a pooling layer, flatten layer and fully
connected layer 1. A dropout is used before the fully

0.99-
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Fig. 8. Observed accuracy for case 5

connected layer 2. The overall validation accuracy in the
performance is found 99.09%. The minimum training and validation
accuracy are found at epoch 1. The minimum training accuracy is
91.80% and the minimum validation accuracy is
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98.16%. At epoch 13, the maximum training accuracy is found
99.09% and the maximum validation accuracy is found 99.12% at
epoch 12. The total test loss is found approximately 0.034337.

Finally, for case 6 shown in figure 9, convolution 1, pooling 1
and convolution 2, pooling 2 are used alternately followed by a
flatten layer and fully connected layer 1. A dropout is used before
the fully connected layer 2. The overall validation accuracy in the
performance is found 99.07%. At epoch 1 the minimum training and
validation
accuracy are found. The minimum training accuracy is 90.5% and
the minimum validation accuracy is 97.13%. The maximum
training accuracy is found 99.24% at epoch 15 and the maximum
validation accuracy is found 99.26% at epoch 13. The total test loss
is found approximately 0.028596.

A. Comparison with Existing Research Work

There are several methods of digit recognition. The
handwritten digit recognition can be improved using some widely
held methods of the neural network like Deep Neural Network
(DNN), Deep Belief Network (DBF) and
Convolutional Neural Network (CNN), etc.

Tavanaei et al. proposed multi-layered unsupervised learning
in a spiking CNN model where they used MNIST dataset to clear
the blur images and found the overall accuracy of 98% and the
range of performance loss was 0.1% to 8.5% [20]. Rezoana et al.
[28] proposed a seven- layered Convolutional Neural Network for
the purpose of handwritten digit recognition where they used
MNIST dataset to evaluate the impact of the pattern of the hidden
layers of CNN over the performance of the overall network. They
have plotted the loss curves against the number of epochs and
found that the performance loss was below 0.1 for most of the cases
and sometimes, in some cases, the loss was less than 0.05. In
another paper, Siddique et al. [29] proposed an L-layered
feedforward neural network for the handwritten digit recognition
where they have applied neural network with different layers on the
MNIST dataset to observe the variation of accuracies of ANN for
different combinations of hidden layers and epochs.

Their maximum accuracy in the performance was found
97.32% for 4 hiddenlayers at 50 epochs.

Comparing with their above performances based on MNIST
dataset for the purpose of digit recognition we have achieved better
performance for the CNN. In our experiment, we have found the
maximum training accuracy 100% and maximum validation
accuracy 99.92% both at epoch 15. The overall performance of the
network is found 99.21%. Moreover, the overall loss ranged from
0.026303 to 0.049449. Hence, this proposed method of CNN is
more efficient than the other existing method for digit recognition.

I.  CONCLUSION

In this paper, the variations of accuracies for handwritten digit
were observed for 15 epochs by varying the hidden layers. The
accuracy curves were generated for the six cases for the different
parameter using CNN MNIST digit dataset.

The six cases perform differently because of the various
combinations of hidden layers. The layers were taken randomly in a
periodic sequence so that each case behaves differently during the
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experiment. The maximum and minimum accuracies were observed
for different hidden layers variation with a batch size of 100. Among
all the observation, the maximum accuracy in the performance was
found 99.21% for 15 epochs in case 2 (Convl, pooll, Conv2, pool2
with 2 dropouts). In digit recognition, this type of higher accuracy
will cooperate to speed
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Fig. 9. Observed accuracy for case 6

up the performance of the machine more adequately. However, the
minimum accuracy among all observation in the performance was
found 97.07% in case 6 (Convl, pooll, Conv2, pool2 with 1
dropout). Moreover, among all the cases, the total highest test loss
is approximately 0.049449 found in case 3

without dropout and the total lowest test loss is approximately
0.026303 found in case 2 with dropout. This low loss will provide
CNN better performance to attain better image resolution and noise
processing. In the future, we plan to observe the variation in the
overall classification accuracy by varying the number of hidden
layers and batch size.
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Abstract - Machine gaining knowledge of (ML) is
the medical observe of algorithms and statistical
models that pc structures use to perform a unique
venture without being explicitly programmed.
Learning algorithms in many packages that’s we
make use of every day. Every time a web search
engine like Google is used to search the internet,
one of the reasons that work so well is because a
getting to know algorithm that has found out how
to rank web pages. These algorithms are used for
diverse functions like facts mining, photo
processing, predictive analytics, and so forth, to
name some. The principal advantage of the use of
machine learning is that, as soon as a set of rules
learns what to do with data, it can do its work
automatically. In this paper, a quick overview and
destiny prospect of the tremendous applications of
device mastering algorithms has been made.

INTRODUCTION

Since their evolution, people have been using many types of
equipment to perform numerous responsibilities in a simpler
way. The creativity of thehuman mind led to the discovery of
differentmachines. These machines made the human existence
clean with the aid of allowing humans to satisfy diverse
existence desires, such as traveling, industries, and computing.
And Machine learning is the one among them. According to
Arthur Samuel Machine gaining knowledge of is described
as the sector of take a look at that offers computers the
capability to learn without being explicitly programmed.
Arthur Samuel became famous for his checkers playing
program. Machine gettingto ~ know Machine Learning is
used to teach machines how to handle the records greater
successfully. Sometimes after viewing the information, we
cannot interpret the extract data from the statistics. In that
case, we observe device learning. With the abundance of
datasets available, the demand for gadget gaining knowledge
of is in upward thrust. Many industries apply device learning
to extract applicable information. The cause of gadget
learning is to learn from the records. Many studies were
completed on the way to make machines research by
themselves ~ without  being  explicitly  programmed.

Many mathematicians and programmers follow
numerous procedures to discover the answer of this hassle

which are having large records sets. Machine Learning is
based on one-of-a-kind algorithms to remedy records issues.
Data scientists like to factor out that there’s no one-length-
fits-all type ofalgorithm that is fine to clear up a hassle. The
formof set of rules hired relies upon on the type of troubleyou
want to clear up, the quantity of variables, the sort of
model that could healthy it fine and so on.

Machine Learning Algorithms

= Qo=
Logistic :
2

Decision
Trees /

s)

Figure 1: Support Vector Machine
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Here’s a short look at a number of the generally used
algorithms in machine learning (ML).

There are mainly 3 types of algorithms in ML.:
Supervised Learning Algorithms
Unsupervised Learning Algorithms
Reinforcement Learning algorithms

Supervised Learning

Supervised studying is the device studying assignment of
gaining knowledge of a function that maps an inputto an
output based totally on instance input-output pairs. It infers a
characteristic from labelled schoolingrecords which include a
fixed of training examples. The supervised device getting to
know algorithms are those algorithms which needs external
assistance. The input dataset is divided into train and check
dataset. The train dataset has output variable which wishes to
be expected or classified. All algorithms analyze somekind of
patterns from the training dataset and practicethem to the take
a look at dataset for prediction or category.

Supervised learning can be further divided into two types of
problems:

Regression

Regression algorithms are used if there's a relationshipamong
the enter variable and the output variable. It isused for the
prediction of non-stop variables, including Weather
forecasting, Market Trends, etc. Below are some popular
Regression algorithms whichcome under supervised studying:
Linear Regression

Polynomial Regression
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Support Vector Regression
Decision tree Regression

Linear Regression

It is one of the most-used regression algorithms in Machine
Learning. A huge variable from the statistics set is chosen
to is expecting the output variables (destiny values). Linear
regression set of rules is used if the labels are continuous,
like the range of flights each day from an airport, and so on.
The illustration of linear regression is 'y = b*x + c. In the
above illustration, ‘y’ is the impartial variable, whereas ‘x’
is the dependent variable. When you plot the linear
regression, then the slopeof the line that gives us the output
variables is termed ‘b’, and ‘¢’ is its intercept. The linear
regression algorithms anticipate that there is a linearcourting
among the entered and the output. If the based and
unbiased variables are not plotted on theequal line in linear
regression, then there will be a loss in output. The loss in
output in linear regressioncan be calculated as: Loss feature:
(Predicted output

— actual output)

Polynomial Regression

It is used for -curvilinear information. Polynomial
regression is in shape with the approach of least squares.
The goal of regression analysis is to modelthe predicted fee
of a dependent variable y in regards to the impartial
variable x. The equation forpolynomial regression is:
f(x)=co+ciX+C2ax?CnX" .

Support Vector Regression

Support Vector Machine is a supervised learning algorithm
which can be used for regression as well as classification
problems. So if we use it for regression problems, then it is
termed as Support Vector Regression. In SVR, we
constantly try to decide a hyperplane with a most margin,
so that most variety of datapoints are included in that
margin. The fundamental goal of SVR isto recollect the
most datapoints within the boundary traces and the
hyperplane (best-fit line) should comprise a most range of
datapoints. Consider the under photo:
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» x

Figure 2: Support Vector Machine

Decision Tree Regression

Decision Tree is a supervised getting to know set of rules
which may be used for solving each category and regression
problems.It can clear up problems for both express and
numerical statistics. Decision Tree regression builds a tree-
like structure wherein each inner node represents the "check"
for an attribute, eachbranch constitute the result of the check,
and each leafnode represents the final decision or end result.A
decision tree is constructed starting from the rootnode/discern
node (dataset), which splits into left and proper baby nodes
(subsets of dataset). These toddler nodes are further divided
into their children node, and themselves turn out to be the
figure node of those nodes.

Classification

Classification algorithms are used while the output variable is
specific, which means that there are two lessons which
include Yes-No, Male-Female, True- false, etc.

Random Forest

Decision Trees

Logistic Regression

KNN

Random Forest

Random Forest is a popular gadget gaining knowledge of
algorithm that belongs to the supervised studying technique.
It may be used for each Classification and Regression
problems in ML. It is based on the idea ofensemble gaining
knowledge of, that's a method of mixing a couple of
classifiers to clear up a complicated problem and to enhance
the overall performance of the version. As the call shows,
"Random Forest is a classifier that incorporates anumber of
choice trees on numerous subsets of the
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given dataset and takes the common to improve the
predictive accuracy of that dataset." Instead of relying on one
choice tree, the random wooded area takes the prediction
from each tree and based on most people votes of
predictions, and it predicts the final output. The more
number of bushes within the wooded area ends in better
accuracy and prevents thetrouble of overfitting.

Decision tree

Decision tree is a graph to represent selections and their
effects in form of a tree. The nodes inside the graph
constitute an occasion or desire and the rims of the graph
represent the decision policies or situations. Each tree
consists of nodes and branches. Each node represents
attributes in a group that is to be labelled and each
department represents a price that the node can take.

| Did the guest eat chicken? I

Yes No
[ Non-veg | |[Did the guest eat mutton? |
Yes No
[ Non-Veg |  [Did the guest eat sea-food? |
Yes No
[Non-veg| [ veg |

Figure 3: Decision Tree

Logistic Regression

Logistic regression is a calculation used to predict abinary
outcome: both some thing takes place, or doesnot. This may
be exhibited as Yes/No, Pass/Fail, Alive/Dead, and so on.
Independent variables are analysed to decide the binary
outcome with the outcomes falling into one among classes.
The independent variables can be categorical or numeric, but
the dependent variable is always categorical. Written like
this:

P(Y=1|X) or P(Y=0[X)

It calculates the probability of dependent variable Y, given
independent variable X.

K-nearest Neighbors

K-nearest buddies (ok-NN) is a pattern recognition algorithm
that makes use of training datasets to findthe ok closest loved
ones in destiny examples. Whenk-NN is utilized in category,
you calculate to location records in the class of its nearest
neighbor. If ok = 1, then itd be placed in the
magnificence
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nearest 1. K is assessed through a plurality poll of itspals.

Unsupervised Learning Algorithm

It is a type of device gaining knowledge of wherein the
device does not want any external supervision to examine
from the records, for this reason called unsupervised getting
to know. The unsupervised fashions can be skilled the usage
of the unlabelled dataset that is not classified, nor classified,
and the algorithm wishes to act on that records without any
supervision. In unsupervised learning, the model doesn't have
a predefined output, and it tries to find useful insights from
the massive amount of facts. These are used to resolve the
Association and Clustering troubles. Hence similarly, it is
able to be classified into two types: Clustering, Association.

Unsupervised Learning
(gt Ran 0o

eUnknown Output
*No Training Data Set

[ ouput |
~{
)

Figure 4: Unsupervised Learning

Clustering:
Clustering is a technique of grouping the items into clusters
such that objects with most similarities stays into a set and
has less or no similarities with the items of some other
organization. Cluster analysis finds the commonalities
between the records items and categorizes them as consistent
with the presence and absence of these commonalities.

Association:

An affiliation rule is an unmonitored gaining knowledge of
approach that's used for locating the relationships between
variables in the huge database. It determines the set of items
that occurs collectively in the dataset. Association rule makes
advertising and marketing strategy greater effective. Such as
individuals who purchase X object (suppose a bread) are also
generally tend to purchase Y (Butter/Jam) item. A common
example of Association rule is Market Basket Analysis.

Reinforcement Learning
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In Reinforcement mastering, an agent
interacts with its environment by way of
producing actions, and examine with the help
of feedback. The feedback is given to the
agent inside the form of rewards, inclusive of
for each desirable action, he gets a positive
reward, and for each terrible motion, he getsa
terrible praise. There is not any supervision
supplied to the agent. Q-Learning algorithm
is utilized in reinforcement mastering.

action
A,

| Environment

\

i

Figure 5: Reinforcement Learning

Conclusion

Machine Learning may be a Supervised or Unsupervised. If
you have lesser amount of facts andin reality labelled facts for
schooling, choose Supervised Learning. Unsupervised
Learning could commonly supply better overall performance
and results for massive records units.
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Abstract - The Indian subcontinent is known for its
agricultural wealth all over the world. The
agriculture and its practices have a major role in
Indian history. In all these years, Indian farmers has
been using traditional ways of agriculture. As a
result, we failed to modernize and implement
scientific technologies in the field of agriculture. It is
known that in recent times, some technologies are
being implemented in the agricultural field. But still
these technologies are not available for all level of
farmers. Now, our team has developed a wonderful
Rover called AG-Sense that will lift the agriculture
to its next level. It replaces all the traditional ways
of farming like sowing, weed removal, soil nature
test etc., with its intelligent Al technology and its
aesthetic design.

1. INTRODUCTION

Agriculture is rapidly becoming a high-tech
industry, attracting new professionals, new
companies and new investors. Technology is quickly
advancing, not only in improving farmers'
productive skills but also in developing robotic and
automated technologies as we know them. At the heart
of this trend is the need to be more productive. And
with the growing population, the world will need
more food, and farmers will face greater pressure to
comply. Agricultural robots increase productivity for
farmers in a variety of ways. From drones to
independent tractors to the arms of a robot,

technology is used in creative and innovative
systems. Agricultural robots perform slow, repetitive
and dull tasks for farmers, allowing them to focus
more on improving overall productivity.

We use the concept of Artificial Intelligence
technology in agriculture. In Al Robotics, many
robots collectively solve problems by building
beneficial structures and behaviors similar to those
seen in natural systems. Machines technically co-
operate without central control, and act in accordance
with environment . Only their interactions emerge in
a way that can solve complex tasks. These factors
lead to the main advantages: flexibility, durability,
and durability. With the implementation of Al along
with robotics, many robots - homogeneous or
heterogeneous - are connected and are allowed to
perform the aim of action in the environment. Since
robots have the ability to process, communicate and
hear in an environment where on board they are able
to communicate with others, and respond to the
environment independently. In recent times,
agricultural growth has slowed down day by day
largely due to staff shortages.

Although the lack of rainfall, the failure of
the weather, the long summers and the effect of
extreme heat contribute to the destruction of
agricultural growth, a shortage of workers is a major
reason for slowing down agricultural growth. To
overcome this shortage of workers in the agricultural
sector and the challenges facing Indian farmers, it led
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us to work on innovation “Ag-Sense - the AgriBot”
to reduce this problem. It can use power sources
efficiently and communicate via Wi-Fi. And is
capable of monitoring over the entire field of
cultivation throughout day and night. This multi-
purpose program provides a breakthrough method for
sowing, cultivating, irrigating and cutting crops with
minimal human effort and performance that makes
it an efficient machine. The machine will plough the
farm by looking at certain rows and certain columns
at a certain distance depending on the yield. In this
method, it would have sufficient intelligence
embedded within to behave well orderly for a long
time, on its own, in a semi-natural environment,
while carrying out a useful task. The whole design
is automated with the help of a Wi-Fi module and
signals done through the Groaq application over a
phone. The whole process of calculation,
processing, monitoring is built with motors & sensor
connected to the microcontroller and all the analysis
and the working is manipulated and monitored via the
Al that is working beyond .

2. PROPOSED METHODOLOGY

The basic aim of this paper is to develop a
multipurpose machine that will be able to plough the
land, sow the seeds, water the crops, level the land
and carry out harvesting. This whole system of the
robot works with the battery and over Wi-Fi
communication. We will be using an android smart
phone application i.e., Groaq app to control the
vehicle to respond to the control signal. The
proposed system of the project consists of a Rover
with shapeshifting alloy wheels which increases the
mobility of the rover and allows the rover to run in
various surfaces of the field. The rover is
implemented with a various range of sensors that
help in detecting the parameters of the soil
condition. The sensors help in collecting the data
about the soil conditions and helps in selection of
right crops for the field. The rover has a camera
vision with a 3600 view which detects the path of
the rover and helps in the selection of right crops for
maintenance. The rover has a seed chamber which
stores the seed and sows the seed with the help of
seed dispenser. The rover has steel extensions
at one of its ends that helps for ploughing the field.
The plough is designed at such a way that it ploughs
the land so good. The rover also has a weed-
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removing hand at both its sides that detects the weeds
it’s camera vision system and removes the weed
effectively.

As mentioned, the rover has 2 types of sensors
(i.e) Tensiometric sensor and Electrochemical sensor
placed at both the sides of the rover. The
Tensiometric sensor helps in detecting the moisture
level of the soil and sends the data to the system. The
system interprets the data given by the sensor and
supplies the water to the crop using the sprinkler
system which is integrated to the rover. Another type
of sensor (i.e) the Electrochemical sensor which
helps in detecting the mineral level of the soil which
in turn helps in the supply of right number of
resources to the plant.

The proposed project work consists of 3 stages
such as Training the Al Module, Creating a
Raspberry Module for the Rover, Interfacing the
camera and sensors with software. The Module
description is as follows.

Module 1: Developing the code in python The
Developing of Python code is done through
Integrated development Learning Environment
(IDLE) python software as machine learning uses
python or R Language for processing data. The
Python version is 3.9. Along with this other
framework languages of python like Matplotlib,
Tableau etc.

Module 2: Creating a Raspberry Pi module for the
functions of the Rover For all the mechanisms
carried out by the Rover, Raspberry module is been
created for all the process mentioned above. It is then
integrated with the PC board along with all the
hardware involved in the mechanisms.

Module 3: Interfacing the camera and all the sensors
with Raspberry Pi module After developing the
code, the camera and sensors must be integrated into
the software and fix it such that it monitors the field
and the sensor operations

Module 4: Integrating the Raspberry Pi with the
application software After the integration of camera
and sensors with the Raspberry Pi module, the
module is integrated with the application software
through which the supplied data can be interpreted
and managed.

28



ISBN: 978-93-94412-05-7

Module 5: Getting onto the field the rover is
completely integrated with the application software.
After the complete integration, the rover is taken to
the field and is tested for proper working. The Rover
is allowed to run on the field and the working of the
wheels, sensors, sprinkler systems, plough, seed
dispenser and the weed remover are tested.

3. ARCHITECTURE

In this project, we will be looking at the use of a
multipurpose irrigation robot called Ag-Sense that
will be able to plough the soil, sow seeds, irrigation
and cropping after the harvest is ready. This will help
the farmers in minimizing the use of multiple
equipment’s in farming. This Agri Bot works with
an android application named Groaq. This app
controls the Bot in performing various desired tasks
as per the farmer’s requirement.

Project Requirements:

Components Used:

DC Motors

L293D Motor Driver
Relay

Water Pump

Battery

Cutter

Seed Dispenser

Software Requirements

o Arduino

o Raspberry Pi

o Python &R

o Any Database Platforms

o Any Frontend tool for developing WebApp

POSTGRESQL
MESSAGE BROKER

\a =

RASPBERRY PI WEBB APP
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Fig -2: Agribot

4. WORKING PRINCIPLE

The L293D IC boards takes low power voltage and
gives sufficient power for the DC motors. Each IC
board has 4 input pins such that only 2 DC motors can
be connected. One of the IC is used for Cutter and
Seed Dispenser, whereas the other one is used for the
movement of the wheels. In the soil dispenser, when
the motor is turned on, the flap will be rotated 90
degrees which will allow the seed to be dispensed.
The ESP8266 will be connected to the internet and all
the data and commands will be sent to this via app.
The code will be stored in ESP8266 and when
Groag(app) is connected to the server we can be able
to control and perform all the desired tasks. We are
using a Relay for the Water pump which is connected
to a reservoir. This will be controlled by the app.
When the plougher is pushed down, it will plough the
soil and seed dispenser will be turned on
simultaneously from the app. Once the seed is
dispensed the soil leveler will level the soil above the
seeds.
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5. FUTURE SCOPE

Agricultural robots or Agribots are already widely
used to increase productivity in all aspects of the
industry. However, Agribots can do more than just do
repetitive tasks. Because of the technology of
wireless communication and communication, they
can do their job selectively, for example by irrigating,
cutting, plowing and fertilizing only the plants they
need, and only the fertilizer or water needed, so that
nothing can be used. Factors that have hindered the
adoption of robots in the agricultural sector include:
the availability of cheap agricultural labor, complex
processes involved in agriculture (making
duplication of robots a real technical challenge), lack
research funding, low prices, and other complex
relationships and risks affecting agricultural
communities. Robots and drones can have a
profound effect on farming performance. From
drones that monitor and analyze plants, automatic
robots like AUSI can sow seeds, fertilize and
harvest, the development of agricultural robots all
means that human performance can now be devoted
to more complex tasks.

Agribots may require significant investment in the
futurebut provide long-term results by working 24/7
and protecting themselves from fatigue, stress and
illness in an area divided by chronic unemployment,
which is why these robots can be legitimate for
farmers. With the help of technology, agribot can
also be used for a variety of farming applications.
For example, it can be used to test the soil and
determine which plants will grow better, or which
nutrients should be combined to allow existing
plants to produce more yields.

ADVANTAGES

« Farmers are now free from busy activities such as

farming, sowing, feeding and monitoring animals,

etc.

« Agribots like AgSense are not as sick or tired as

human beings and no breaks are required so

efficiency and productivity increase.

« With high speed and low tolerance, efficiency is
high

« The robotics industry offers us the opportunity to

reimburse the labor for a good investment profit by

providing practical solutions.
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« We can use cameras and sensors to monitor farms
and detect weeds and identify pests, insects or
diseases.

« Since robots are designed for a specific purpose then
there is no chance of a major error.

« Using a variety of sensors and technologies we can
also get data on seeds, plants, climate, soil etc. and we
can predict the best outcome.

«As we use Robots and various processes so it
creates job opportunities for people who are
interested in working for new or hobbies.

« Non-agricultural people can also successfully farm
with new technologies and robots

1. LITERATURE SURVEY

These papers have helped us in delineating and
contriving AUSI bot with exceptional ideas and
success are the following. We are indeed grateful for
these papers which has succored us in presenting our
project AUSI.

[ “Agriculture Field Monitoring and
Analysis using Wireless Sensor Networks
for improving Crop Production.”

Paper Originators: B. Balaji Bhanu Department of
CSE, KL Univ., Guntur, AP, INDIA, K. Raghava
Rao Department of ECM, KL Univ., Guntur, AP,
INDIA, J.V.N. Ramesh Department of ECM, KL
Univ., Guntur, AP, INDIA, Mohammed Ali Hussain
Department of ECM, KL Univ., Guntur, AP, INDIA
The motive of this is to design and create an
agricultural monitoring system using wireless sensor
network to rise the throughput and standard of
farming without discerning it constantly and
manually. Temperature, humidity and carbon dioxide
volumes are the most prime aspects for the growth,
productivity, and quality of plants in agriculture. So,
this system periodically measures these parameters
inside the fields, thus the farmers or the agriculture
experts can observe the measurements from the web
simultaneously. Moreover, when a critical change in
one of the measurements occurs, then the farmer will
be intimated via mobile text message and e-mail by
an agriculture expert. With the continuous
monitoring of many environmental parameters, the
grower can analyze the optimal environmental
conditions  to  achieve  maximum  crop
productiveness, for the better productivity and to
achieve remarkable energy savings.
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T “Intelligent agent greenhouse environment
monitoring system based on IOT technology”
Paper Originators: Liu Dan China University of

Petroleum, Cao Xin Nanjing Agricultural University

This paper takes CC2530 chip as the core, presents

the design and implementation of agriculture

Greenhouse Environment monitoring system based
on ZigBee technology, the wireless sensor and

control nodes takes CC2530F256 as core to control
the environment data. This system is made up of
front-end data acquisition, data processing, data

transmission and data reception. The ambient
temperature is real-time processed by the
temperature sensor of data terminal node. Processed
data is sent to the intermediate node through a
wireless network. Intermediate node aggregates all

data, and then sends the data to the PC through a

serial port, at the same time, staff may view, analysis

and storage the data by the PC that provide real-time

data for agricultural greenhouse, fans and other
temperature control equipment, and achieve
automatic temperature control.

T “Wireless Sensor Network Based Automated
Irrigation and Crop Field Monitoring
System and scheduling systems”

Paper Originators: G Nisha and J Megala.
Wireless sensor Network based automated irrigation
system for optimize water use for agricultural
purpose. The system consists of distributed wireless
sensor network of soli- moisture, and temperature
sensors placed in the crop field. To handle the sensor
information Zigbee protocol used and control the
water quantity programming using an algorithm with
threshold values of the sensors to a microcontroller
for irrigation system. The system has powered by
solar panel and Cellular-internet interface for data
inspection. A wireless camera is fixed in crop field
to monitor the disease area using image processing
technique. The system is low cost and energy
autonomy useful in water limited geographically
isolated areas.

6. CONCLUSIONS

The project introduces wireless technology, 1oT and
Artificial intelligence in the agricultural sector. It
reduces manual labor and can work in any type of
weather as well as work continuously unalike
humans. The time required to perform five tasks is
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significantly reduced compared to performing the
same tasks manually. It is designed to help farmers
reduce their workload and increase productivity with
its many functional features such as automatic
planting system, automatic irrigation, automatic crop
cutting etc.

This Ag-Rpver project is being implemented with
simulation and computer hardware. It connects via
Wi-Fi with the operator and with the rover which is
implemented all over the land. Agri Bot has a
complete working area due to its shape and structure.
Different operating modes have been found to
control its movement, transmitting signals using a
Wi-Fi module and with the help of lot and Artificial
intelligence, a large number of robots are assembled
in a distributed and decentralized way. This basic
design of autonomous robots can be transformed
with few changes and can be built to cover a large
area of land for efficient agricultural activities.

By building this robotic vehicle with its many
agricultural features, it overcome the difficulties of
farmers in cultivating their land at all times of the year
no matter what the weather on that day. Considering
all the circumstances, a robot integrated with
different small modules can be used for rescue and
agricultural purposes around the world especially
countries like India where agriculture provides the
main livelihoods of large Indian populations.
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ABSTRACT

Machine learning is a crucial

decision-support tool for forecasting
agricultural yields, enabling judgments
about which crops to cultivate and what to
do when in the growing seasonFor this
study,we

Literature Review(SLR) to find and

performed a  Systematic
combine the methods and components

that are employed in agricultural
prediction research. Using inclusion and
exclusion criteria from six internet
databases, we chose 50 publications out of
a total of 567 that met our search criteria

for relevancy.We thoroughly

examined the chosen publications,
applied, and offeredrecommendations for

additional studies.

Our data show that temperature, rainfall,
and soil type are the most often used
characteristics in these models, and
artificial neural networks are the most
This

observation was based on an examination

frequently used methodology.

of 50 publications, and we next looked for

studies employing deep learning in
We

gathered the deep learning algorithms

additional electronic databases.
from 30 of these publications that we

discovered. Convolution Neural
Networks(CNN),Long-Short

Memory(LSTM), and Deep Neural
Networks are the three deep learning

that

Term

algorithms are used in these
investigations, according to this additional

analysis(DNN).
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INTRODUCTION

Many  industries employ  machine
learning(ML) techniques, from estimating
customer phone usage to examining
customer behavior in  supermarkets.
Agriculture  has long used machine
learning. Crop production prediction is one
of the difficult issues with precision
farming. This far, several models have
been proposed and confirmed. Since
agricultural production depends on many
parameters, including climate, weather,
soil, fertilizer use and seed type, this
difficulty necessitates the usage of several
datasets. ~ This  demonstrates  that
forecasting agricultural production is a
complex process that requires a number of
difficult steps. The actual vyield can
currently be roughly predicted using crop
yield prediction models, but improved
yield prediction performance is still
desired. Using a range of features,
machine learning, a branch of artificial
intelligence (Al) that focuses on learning,
is a practical technique that can estimate
yields more precisely. By identifying
patterns, correlations, and relationships,
machine learning (ML) may extract
knowledge from datasets. The datasets
must contain results that are modelled
based on prior information in order to train
the models. The predictive model is

constructed from multiple elements, and as
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a result, the model's parameters are
determined using previous data collected
during the practice period. Previously
collected data from the training phase is
used in part during the testing phase to
assess performance. An ML model can be
either descriptive or predictive, depending
on the research problem and goals.
Descriptive models are used to learn from
the data gathered and explain what has
happened, while predictive models are
used to forecast the future. ML research
encounters a number of challenges while
seeking to build a high-performance
predictive model. The right algorithms
must be selected in order to solve the
current issue, and both the algorithms and
the supporting platforms must be capable
of handling the volume of data. To get a
general overview of the work that has been
done on the application of ML in crop
production prediction, we carried out a
comprehensive literature review (SLR). A
systematic  literature  review (SLR)
identifies possible research holes in a
particular area of study and offers advice
to academics and practitioners who want
to do new research in that area. Utilizing
an SLR technique, all relevant studies are
retrieved  from  electronic  sources,
summarized, and presented to answer the
research questions outlined in the research

An SLR investigation offers fresh
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perspectives andsupports knowing the

state of the art through academia.
CROP YIELD PREDICTION

Crop production prediction is one of the
tough issues in agriculture. It is essential to
decision-making on a global, regional, and
local scale. When estimating crop Yyield,
crop, soil, climatic, environmental, and
other aspects are taken into consideration.
The three factors that are most usually
employed are temperature, precipitation,
and soil type. The most popular machine
learning algorithm is neural networks. The
most widely used deep learning algorithm
is CNN. For the globe to produce enough
food, it is essential to be able to predict
crop vyield. Policymakers must decide
when to import and export food in a timely
manner based on accurate projections in

order to boost national food security.
DECISION SUPPORT SYSTEM

An organization or business employs a
decision support system (DSS), which is
computer software, to support decisions,
assessments, and courses of action.
Massive amounts of data are sorted and
examined by a DSS, which builds up in-
depth knowledge that may be used for
problem-solving and decision-making. A
decision support system (DSS) is a
computer programmer that aids in

decision-making for enterprises. There are
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huge amounts of data. The best options are
then provided to an organization after

being assessed.
MACHINE LEARNING

A subfield of computer science and
artificial intelligence (Al) called "machine
learning™ aims to mimic human learning
by using data and algorithms to gradually
increase a system's accuracy. Many
commercial and professional procedures as
well as our daily lives have substantially
benefited from contemporary advances
like machine learning. This branch of
artificial intelligence (Al) focuses on
employing statistical methods to create
intelligent computer systems that can gain
knowledge from pre-existing databases.

DEEP LEARNING

A neural network is a network having
three or more layers, and deep learning is a
branch of machine learning. These neural
networks attempt to emulate human brain
activity and allow it to "learn" from
enormous volumes of data, despite the fact
that they are unable to match the human
brain's powers in any way. A machine
learning technique known as deep learning
teaches computers to learn by imitating
human behavior. One of the key
technologies in autonomous vehicles
enables them to recognize a stop sign or

distinguish a pedestrian from a lamppost.
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RELATED WORK

Using data mining techniques, the
tropical wet and dry climate zones of

India’s rice crop yield can be predicted.

Gandhi et al. have made a nicety proposal
in their study. Data mining is the process
of uncovering hidden patterns in massive,
complicated data sets. It could be crucial
in the process of making choices regarding
complex agricultural challenges. Data
visualization is also important to
understand the broad trends of the impact
of the many factors affecting crop output.
The productivity of the rice crop is
investigated in this study using data
visualization tools to identify correlations
between meteorological factors. The study
also employs data mining techniques to
extract knowledge from the historical
agriculture data set in order to anticipate
rice crop output for the Khari season in
India’'s Tropical Wet and Dry climate zone.
Microsoft Office Excel has been used to
illustrate the data set using scatter plots.
The categorization algorithms have been
tested using WEKA, a free and open
source data mining tool. The experimental
data contains information on sensitivity,
specificity, accuracy, F1 score, Mathew's
correlation coefficient, mean absolute
error, root mean squared error, relative
absolute error, and root relative squared

error. The data visualization shows broad
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trends showing higher minimum, average,
or maximum temperature for the season as
well as lower precipitation in the selected
climate zone increase rice crop
productivity. The experimental results
showed that for the current data set, J48
and LAD Tree had the best accuracy,
sensitivity, and specificity. The accuracy,
sensitivity, and specificity of the LWL
classifier's classification results were the

lowest.

Utilizing the Hadoop Framework and
the Random Forest Method

In this study,ShriyaSahuet al., proposes
With the development of information
technology, big data has become a trendy
topic. Since agriculture is essential to
human survival, it must significantly
advance crop data analysis. This study
demonstrates how to employ a big data
technique to derive insights from reliable
agricultural data. In crop analysis where
data is collected remotely, successfully
gathering the valuable data pushes a
framework toward severe computing
challenges. In order to store a sizable
amount of crop data for the storage
purpose of massive data availability in
agriculture, we intend to employ the
Hadoop architecture for our work. This
method enables farmers to predict which
crops to plant in their fields in order to

boost output more precisely. The Map
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Reduce programming model and the
Random Forest technique are both used in
the Hadoop architecture. The world's
population, which is projected to grow
daily during the next 35 vyears, will
probably surpass 10 billion people.
Significant improvements in agricultural
productivity and disaster management are
now needed to feed the world's population.
Making projections requires gathering data
from a variety of agricultural sources.
Weather conditions have an impact on
agricultural management and productivity.
Future agriculture will depend heavily on

weather forecasts.

Utilizing Data Mining to Predict Crop
Yield

In this research, Shute Mishra et al. make
the argument that the agriculture sector has
a particularly large impact on India's
economy. 50% of India's population works
in it, and it contributes 18% of the nation's
GDP. The people of India have long
engaged in agriculture, but the outcomes
have never been satisfactory due to a
variety of factors that affect agricultural
output. To meet the needs of
approximately 1.2 billion people, a
sufficient crop output is essential.
Variables including soil type,
precipitation, seed quality, a lack of
technical capabilities, etc. have a direct

impact on agricultural production. As a
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result, farmers must make informed
decisions when selecting new technologies
rather than depending on easy fixes in
order to fulfil the growing demand. This
project analyses agricultural datasets and
builds a crop yield forecast system using
data mining techniques. Several classifiers,
including J48, LWL, LAD Tree, and IBK,
are used for prediction. Then, the
effectiveness of each is contrasted using
the WEKA tool. One of the qualities used
to assess performance is accuracy. The
values of Mean Absolute Error (MAE),
Root Mean Squared Error (RMSE), and
Relative Absolute Error are used to further
assess the classifiers' accuracy (RAE). The
algorithm will operate with more accuracy
as the error value decreases. The basis for
the result is a comparison of the classifiers.
The process of analyzing, extracting, and
anticipating pertinent information from
enormous amounts of data in order to find
patterns is known as data mining. Using
this technique, businesses can turn client
data from its raw form into information
that is useful. After choosing the data, data
mining preprocesses, transforms, and
searches for patterns that can be applied to
forecast pertinent insights. The pre-
processing step includes the detection of
outliers and missing values, while the
transformation step includes the discovery

of object correlation.
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Predicting Annual Yield of Major
Crops Using Data Mining Techniques
and Suggestions for Planting Different
Crops in Different Bangladeshi Districts

The development of agricultural products
is controlled by a number of factors,
including geography, economy, biology,
and climate, according to A.T.M.
ShakilAhamedet al. in this research. With
the appropriate statistical approaches, the
effects of many variables on agriculture
can be quantified. By wusing such
procedures and approaches to historical
agricultural yields, it is possible to obtain
information or knowledge that can help
farmers and government organizations
establish better decisions and policies that
enhance productivity. The main focus of
this article is the use of data mining
techniques to estimate crop production for
major cereal crops in important districts of
Bangladesh. An important field of research
that supports the security of the world's
food supply is crop yield forecasting.
Bangladesh is one of the top rice producers
in the world, and the country has good soil
for growing rice. It was the sixth-largest
crop producer in the world in 2012,
producing 33,889,632 metric tons of rice
overall [9]. To take full advantage of the
subtropical climate and soil of Bangladesh,
farmers must be properly informed on the

best time to plant crop seeds. The yield
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from the annual crop also contributes to
the national economy. It is essential to
consider environmental factors particular
to each of these locations because different
districts in Bangladesh have distinct
climates. The best areas for various types
of agricultural cultivation can be identified
using this data. Additionally, there are
regional variations in rainfall, which has a
big impact on farming. Because the ideal
crop output depends on the proper amount
of rain, whereas crops might be damaged
by either too little or too much rain. Since
the amount of rain varies by district, so
does the humidity that comes with it. A
area with the ideal annual rainfall average
and humidity are required. Humidity
controls how much water the atmosphere
can absorb before keeping crops too wet or
too dry, preventing them from developing

properly and yielding.

Global and Regional Crop Yield
Predictions Using Random Forests

Accurate crop output estimates are crucial
for the creation of effective agricultural
and food policy at the regional and global
levels, according to Jig Han Jeonget. In
order to assess Random Forests' (RF)
ability to predict crop production
responses to  meteorological  and
biophysical variables at both the global
and regional levels in wheat, maize, and

potato, we compared it to multiple linear
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regressions (MLR), the industry standard.
We employed crop vyield data from
numerous sources and regions, including
gridded global wheat grain production,
maize grain vyield from US counties
spanning thirty years, potato tuber and
maize silage output from the northeastern
seaboard, for the training and testing of
our model. RF was found to be highly
good at projecting crop yields and beat
MLR benchmarks in all performance data
that were examined. For example, in every
test case, the root mean square errors
(RMSE) for RF models ranged from 6 to
14% of the average observed vyield,
whereas the same values for MLR models
ranged from 14% to 49%. Our results
show that RF is an effective and adaptable
machine-learning method for  crop
production estimates at regional and global
sizes because to its high accuracy and
precision, ease of use, and value in data
analysis. RF may result in a loss of
accuracy when expecting the extreme ends
or answers outside the parameters of the

training data.
EXISTING SYSTEM

The harvest's vyield is affected by the
occasional  climate. India's  weather
conditions are continually moving. During
dry seasons, ranchers deal with difficult
issues. This prompted the utilization of a

few Al calculations to assist ranchers with
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choosing the harvest that would offer the
best vyield. They utilize a scope of
information from earlier years to figure
future information. SMO classifiers in
WEKA were utilized to classifications the
outcomes. The essential  elements
considered are the typical temperature,
least temperature, greatest temperature,
and information on the harvests and yields
from the earlier year. Utilizing the SMO
device, the former information was parted
into two classes, high return and
unfortunate vyield. The harvest yield
conjecture result acquired utilizing the
SMO classifier is less exact when
contrasted with innocent Bayes, multi-
facet insights, and Bayesian organizations.
Every one of the temperatures saw,
normal, least, and most extreme have an
influence. They likewise added a pristine
variable called crop evapotranspiration.
The vyield's evapotranspiration is affected
by both the climate and the phase of plant
development. This characteristic s
considered to pursue an educated choice
with respect to the vyield regarding the
gatherings. They gathered the
informational  collection  with  these
qualities, took care of it into the Bayesian
organization, and afterward partitioned it
into the valid and bogus classes. The
exactness not set in stone by looking at the
noticed orders in the model to the

anticipated groupings in the model using a

39



ISBN:978-93-94412-05-7

chaos organization. They in the long run
arrived at the goal that using Blameless
Bayes to measure crop yields Besides, a
Bayesian association has more prominent
exactness than a SMO classifier, making it
more valuable to foresee crop yield under
fluctuated climatic and farming conditions.
Utilizing information mining procedures
and verifiable horticultural result and
climatic information, a few forecasts that
increment crop yield are delivered. It is
important to set up a choice emotionally
supportive network to help ranchers in
making taught decisions with respect to
the yield and soil to be developed. They
gathered  the  information,  which
incorporated the harvest season, region,
and result in hectares, and used WEKA to
dissect it utilizing various calculations.
The exactness of four unmistakable
information investigation strategies was
assessed and differentiated. The four
techniques utilized in WEKA are J48,
IBK, Fellow trees, and LWL. Contingent
upon the kind of dataset and its qualities,
they arrived at the resolution that the IBK
had achieved more exactness than the
others.

PROPOSED FRAMEWORK

Before directing the deliberate survey, an
audit technique is laid out. The assessment
was led as per Kitchen Ham's popular

survey systems. The initial step is to
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characterize the exploration questions.
When the exploration questions are ready,
data sets are utilized to choose the
applicable investigations. The data sets
utilized in this examination were Science
Direct, Scopus, Web of Science, Springer
Connection,  Wiley, and Google
Researcher. After the relevant
examinations had been chosen, they were
sifted and assessed utilizing a bunch of
prohibition and quality standards. From
the chose studies, all pertinent information
is extricated, and the joined information
with the removed information is utilized to
respond to the exploration questions. The
three components of the methodology we
utilized are plan audit, direct survey, and

report survey.

The underlying stage is to design the
survey. Right now, research questions are
recognized, a convention is made, and
ultimately the interaction is tried to check
whether the arrangement will work.
Alongside the review subjects, the
distributing settings, beginning inquiry
terms, and distribution determination
measures not entirely settled. The
convention is indeed different to check
whether it really epitomizes a satisfactory
audit strategy after this information has
been all characterized.
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Matthew’s correlation

coefficient

TABLE: 1
Key Evaluation parameter # of times used
RMSE Root mean square error 29
R2 R-squared 19
MAE Mean absolute error 8
MSE Mean square error 5
MAPE Mean absolute percentage 3
RSAE error 3
Lcee Reduced simple average 1
ensemble
MFE 1
Lin’s concordance
SAE correlation coefficient 1
Rev Multi factored evaluation 1
MCC Simple average ensemble 1
Reference change values 1
1
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TABLE: 2

Most used machine learning algorithms.

NCITCT'22

Applications Advances, "Rice Crop Yield

Most used machine learning algorithms

# of times used

Neural Networks

Linear Regression
Random Forest

Support Vector Machine

Gradient Boosting Tree

27

14

12

10

CONCLUSION

Artificial intelligence in the agricultural
field not only helped farmers to automate
farming but also shifts to precise
cultivation for higher crop yield and better
quality using fewer resources. Companies
involved in improving machine learning or
artificial intelligence based products or
services will get technological
advancement in the future and will provide
more useful applications to this sector
helping the world deal with food
production issues for the growing

population.
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1. ABSTRACT:

Mobility is one of the difficult tasks in day
to day life of blind people.The prime basis of this
project is to create an appreciated care for
mobility of visually impaired people. The
SmartVision prototype is a small, cheap and easily
wearable navigation aid for blind and visually
impaired persons. Its functionality addresses global
navigation for guiding the user to some destiny, and
local navigation for negotiating paths, sidewalks and
corridors, with avoidance of static as well as moving
obstacles.

2. Literature Review Model:

In this period of industry 4.0, there are huge
technologies which are developed to overcome the
hardships in regular life. But still there is discomfort
in the life of the physically challenged people.

Physical blindness is defined as a congenital
or subsequent loss of vision.people not only affected
with completeblindness also with partially sighted. It
means that it is the disability of the people who are
unable to differentiate the light from the darkness. The

leading causes of this physical blindness is due to

uncorrected  refractive errors and  cataracts,
glaucoma,diabetic retinopathy,age related macular
degeneration.Even Though blindness affects the all
age category but the major effect is at the age of 50
years.

Surgery is the way to overcome this defect.
But it is not applicable to all people due to its
financial cost. This in turn makes the visually
impaired people to use the white canes or seek help

from other persons or it tends to use guided dogs.
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4. ARTIFICIAL INTELLIGENCE:

While a number of definitions of artificial
intelligence (Al) have surfaced over the last few
decades, John McCarthyoffers the following definition
in this 2004 paper (PDF, 106 KB) (link resides outside

IBM), " It is the science and engineering of making

intelligent machines, especially intelligent computer
programs. It is related to the similar task of using
computers to understand human intelligence, but Al
does not have to confine itself to methods that are

biologically observable."

5. SPECIFICATIONS:
5.1. ESP32:

3. PROPOSED FLOW MODEL:

Ultrasonic
Camera Sensor

=]

Hearing Aid
ESP32

User

Block Diagram
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ESP32 is the heart of this device. It is a
microcontroller built by Espressif. ESP32 is highly-
integrated with in-built antenna switches, RF balun,
power amplifier, low-noise receive amplifier, filters,
and power management modules. Engineered for
mobile devices, wearable electronics and loT
applications, ESP32 achieves ultra-low power
consumption with a combination of several types of
proprietary software.ESP32 can perform as a complete
standalone system or as a slave device to a host MCU,
reducing communication stack overhead on the main
application processor. ESP32 can interface with other
systems to provide Wi-Fi and Bluetooth functionality

through its SPI1/ SDIO or 12C / UART interfaces.

5.2. ULTRASONIC SENSOR:

Ultrasonic Sensors have been used
throughout many applications and also in
industries. It measures the distance of the
object around 10-30 cm through emitting the
ultrasonic sound waves.It transmits ultrasonic
sound waves around 40KHz from its
sensor[6].These sound waves fall on the object
and get reflected. Later, the reflected
ultrasonic sound waves can be converted into
electric signals. Here, the reason for the use of
ultrasonic waves is because it travels faster
than the audible sound which means that

sounds that humans can hear. Usually, these
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sensors contain  modules which include
transmitter, receiver and the control circuit.
Whenever the obstacles come, the
sound waves reflected are converted to
electrical signals like as above said and when
the electrical pulse is applied to the ultrasonic
transducer, it vibrates across a specific
spectrum of frequencies and generates the

sound waves.

5.3. CAMERA:

Object tracking is always challenging
research to the computer vision community. It
becomes more difficult at night video systems due to
low contrast against the background.But it is an
essential thing which is used to help the visually
imapired people to know the objects which are present

in their pathway in night time.

5.4. HEARING AID:
The detected obstacle is converted to text

and the distance is measured by an ultrasonic sensor.

The distance and the detected object’s text are

converted to audio and heard by the user with the help

of a hearing aid.

5.5. TEXT RECOGNITION:

If a blind person wants to read a book, they
either have to learn Braille or to hear voices.
Everyone has their own preferences. This device
captures the text and converts it into an audio file
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using the gTTS library.
5.6. POWER SUPPLY:

The power supply is an electrical device that
supplies electric power to an electrical load.

6. APPLICATIONS

*  No need to carry a stick every time they go
out.

*  No need for anyone’s assistance. They can
move to any place by themselves.

«  Camera is enabled with night vision, which
helps the blind person to travel during the
night time too.

«  With this device, the blind person can also
read books and papers without braille.

+  The texts in the books are recognised and
converted to audio with a machine learning
algorithm.

7. CONCLUSION:

Artificial  intelligence  Technology is
advancing space each day, raising different aspects of
the lives of individuals with disabilities, autism, the
senior, the visually impaired and different people in
need of care. To assist these folks, machines should
understand the senses on their own and have the
sympathy to solve issues. Our computer science
researchers and experts try to make the devices or
machines real. There is no doubt that within the
coming decades the machines we have atendency to
visit will pronto perceive the human senses and solve
issues accordingly. Now, psychotherapy and therefore
the diagnosing of other chronic psychological issues
square measure is usually prohibited mechanically.
The machine is sort of a nice assistant for doctors and

can facilitate them. We have a tendency to design an
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awfully distinctive text recognition and feeling
detection device to extract text areas from good
backgrounds. Equivalence feature maps estimate the
worldwide structural options of text at the element
level. We have a tendency to project by coaching and
testing a typical subject area project for generating
CNNs in real time. we have a tendency to begin by
fully removing the totally connected layers and
reducing the quantity of parameters within the

remaining convolutional layers.
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ABSTRACT -~ Wireless Sensor Network
(WSN) is a collection of sensor nodes
communicate with each other and sharing the
information between the networks. Sensor nodes
are low power and low cost devices are used to
construct the network. Sensor based networks are
used in various integrated applications. One of the
most benefited sensor based application is Internet
of Things (loT) applications. In 10T applications,
the physical components are data sources and
collected information’s are transmitted through
the network in the mode of intermediate node
access. All the physical components or sensors are
battery powered in nature, so the energy was play
a vital role in WSN based loT applications.
Energy of nodes will decide the lifetime of
network and accurate data transmission between
the nodes. Now, the researchers focusing on the
Energy Harvesting techniques for improve the
lifetime of the network. We propose a new EH-
WSN based hybrid novel clustering based routing
approach called Energy Efficient Clustering and
Route Optimization Scheme in Energy Harvesting
Wireless Sensor Networks (EECROS-EHWSN).
The proposed scheme combined with two aspects,
initially, the node energy information’s are

collected and based on the energy level it is
clustered. Secondly, the route formation between

the nodes and data transmission is made through
the genetic based approach. Our proposed
approach will provide the efficient usage of
energy, packet delivery ratio and throughput.

Keywords: - WSN, Sensor nodes, loT
Applications, Energy Consumption, Energy
Harvesting, Clustering, Genetic Approach.

|I. INTRODUCTION

Wireless Sensor Networks (WSNs) are
constructed and configured using the N number of
sensor nodes. It is self configured, battery
powered and infrastructureless devices. These
sensor nodes are used to monitor the environment
then collect and aggregate the data from the
environment. A sensor node consist of three
elements, i) Sensing Element ii) Processing
Elements iii) Wireless Communication Element.
The sensor nodes communicating with each other
in the network and collecting the data from the
neighbor nodes, it would be transmitted to the sink
or base station. Sensor nodes are operated by
battery power and each sensor node has global
identification to know the place of the sensor.
Data transmission between the sensor nodes and
to the sink is very expensive because transmitting
one bit of data is equal to the processing more
than thousands of operations in a sensor node. So
it is mandatory to reduce consumption of sensor
nodes in a network. Data collection is an
important part of sensor node in WSN. This data
collection is made by the sensor nodes in three
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possible ways. One is data collection through the
individual sensor nodes to sink, secondly, data
collection through the network based sensor
nodes, and finally, data collection through the
sensor nodes of mobile sink. The sink is act as an
intermediate between the sensor nodes and the
user. According to these strategies, the network
based sensor node data collection is suitable for
reducing the energy consumption between the
nodes. The sensor nodes are arranged in the form
clusters or any type of network structure. They are
sensing the environment and collecting the data
from the neighbor nodes in the network.

There are previous studies elevates EH-
WSN applications are implementing the technique
called sensing subsystem, the findings illustrate
that, it is difficult to send data directly to the sink
node. In our proposed methodology, the
networking based subsystem is implemented for
data collection and aggregation. Data aggregation
means to collect the various data from the node
sin the network and checking the uniqueness of
the data then it forwarded to sink. This kind of
data transmission is called the hierarchical
approach or sometimes referred as hierarchical
based network approach. This can be classified
into four types; i) Clustering approach ii) Chain
based approach iii) Tree based approach iv)
Hybrid approach. We focus the problem of
increase the network lifetime through the energy
harvesting based WSN.

The proposed system follows cluster based
network approach defines sensor nodes are
grouped and/or formed as clusters. A single node
is selected as a head node based on the node
parameters among the nodes and it is act as a
representative of all other nodes. It is called
cluster head. The CH sensing the environment and
received the data from all other nodes and process
the data and send it to the base station or sink
node. We propose adaptive data quality with
energy harvesting aware algorithm for enhance
the quality of the applications and improve the
performance of the applications with less energy
usage.

Our contribution is to address the problem
of increase the network lifetime and improve the
quality of the WSN based applications.
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Figure 1: - Clustering based Approach

This paper is organised in section 2
describe about the review of the literature related
to the problem of prolong the network lifetime
through energy harvesting of the nodes. The
proposed methodology describes in section 3, the
simulation results and performance analysis of the
proposed method is described in section 4, and
finally, conclusion is presents in section 5.

Il. RELATED WORK

At present wireless sensor network is place
the wise role in all aspects of technology
development. To implement the WSN based
applications in the environment for monitoring,
data collection and decision making processes.
The researchers concentrate on the various
techniques and methodologies involved in
wireless sensor network routing and increase the
network lifespan. So this section analyzes the
energy efficient and energy harvesting routing
methodologies of wireless sensor network based
applications.

Nabil Ali Alrajeh et al [5]. (2013)
introduce a secure protocol for energy harvesting
based WSN. This protocol is designed like cross
layer based information exchange between the
nodes. All the nodes are directly communicate
with cluster head so the energy consumption of
each is node is reduced. The data transmission is
done through the two-hop neighboring mechanism
and this secure transmission follows the cross
layer design with network parameters. Initially all
the nodes are actively involved in the network
processes but in the idle state, the nodes are
received the energy from the environment and it is
converted into harvested energy. Compare with
LEACH and HEED, it is more efficient to
increase the network lifetime. But the shortfall of
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this method is, not possible to get the packet
acknowledgement for each transaction so the packet
delivery ratio is not achievable in this approach.

Selahattin Kosunalp et al [6]. (2016) deal
the energy issue of the sensor nodes. All the
sensor nodes are battery powered and it is not
possible to retain the energy when they are
involved in network operations. Node selection
plays a vital role in route discovery from source to
destination. The author proposed a new energy
prediction algorithm for selection of high energy
nodes. This algorithm predicts the energy level of
the node based on the history of the transmission.
Along with this algorithm a Q-Learning approach
is implemented to increase the performance of the
optimum use of energy among the sensor nodes.
Finally observed that, to manage energy level
intelligently in sensor nodes is more important but
the above Q-Learning approach is not sufficient.

Chin-Feng Lai et al [7]. (2017) defines that
the routing protocols are decided the energy
utilization of the sensor nodes. The sensor nodes
plays various roles in WSN based 10T applications
like storage, processing or computing and energy
management. Author proposed a new routing
protocol energy-efficient centroid based routing
protocol (EECRP) to maintain the network
lifetime and less energy consumption of sensor
nodes. It consists of three parts. First, the sensor
nodes are organised in the cluster formation.
Second, the cluster head is chosen based on
centroid based approach, that is, the nearest node
of the base station. Third, the CH collects the data,
processing it and finally communicates to base
station with less energy consumption. During the
comparative study of EECRP with LEACH and
GEEC, it supposes to fail in multi-hop
transmission of data packets in the WSN.

Xuecai Bao and Guanqun Ding et al [8].
(2016), proposed a new routing algorithm for
maximizing the network performance in energy
harvesting wireless sensor network. The routing
techniques and methodologies for energy efficient
networks are not to fit for energy harvesting
WSN. The main objective is to analyze the factors
affecting the energy harvesting WSN and to find
the best route discovery. This can be achieved
using proposed heuristic algorithm. It implements
three operations between the sensor nodes. Firstly,
find the residual energy of each and every sensor
nodes in a WSN. Secondly, select the sensor
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nodes based on the high residual
energyavailability.  Finally, the node is
communicated based on the less link cost between
the nodes and the optimal path is established.
However, when the more sensor nodes added in
EH-WSN, theaverage energy consumption of each
sensor nodes will reduce and has more energy to
serve information transmission.

Yunquan Dong et al [9]. (2016) find the
use of energy in the sensor nodes. Energy
harvesting technologies plays a vital role in the
maximization of network lifetime and achieves
the sustainability in the EH-WSN. Author
proposes a new energy aware routing protocol for
distance-and-energy-aware routing with energy
reservation (DEARER). Using this approach, the
high energy arrival rate of node is selected as a
Cluster Head (CH). The CH is act as a
intermediate between the sink and sensor nodes.
Also, DEARER permits non-Cluster Head nodes
to reserve a place of the harvested energy for
further use. In doing so, DEARER selects
“enabler” nodes as CH nodes and provides them
with more energy, thereby mitigating the energy
shortage events at CH nodes. Apart from these,
the DEARER protocol point out that, the
reservation ration is constant over time. So this
leads to be further improvement of network
energy efficiency.

Thien D. Nguyen et al [2]. (2017)
considered that the energy harvesting to be one of
the key aspects of WSN based 10T applications.
Energy harvesting techniques could remove the
needs of node replacement in the network due to
energy efficiency. Author encourages moving the
energy-aware techniques to energy harvesting
aware routing development in the WSN. Author
proposes a new routing algorithm EHARA, which
is further enhanced by integrating a new
parameter called ‘extra backoff’. The proposed
algorithm improves the lifetime of sensor nodes as
well as the quality-of-service (QoS) under
variable traffic load and energy availability
conditions. The shortcomings are present in this
new approach of energy harvesting aware
approach that is, the global information is unable
to adapt to variations in sensor nodes’ energy
levels. Here do not consider the actual amount of
harvested energy accumulated during the
harvesting period. Use constant rates of
replenishment for all sensor nodes in the network.
Thus, they cannot deal with the stochastic

51



ISBN: 978-93-94412-05-7

characteristics of the ambient energy
sources.Varying from the above reviews of
different existing EH routing protocols and
algorithms for WSN based applications, to
address the two major aspects of performance
issues in WSN, i) Select the optimal less energy
usage path based on the residual energy. ii)
Improve the quality of WSN applications with
the implementation of energy harvesting
techniques. To overcome the limitations of
existing methodologies, a new proposed
approach called a hierarchical based adaptive
routing scheme is introduced to find the
optimized energy efficient route and assure the
quality of data collection and transmission to
applications.

I11. SYSTEM MODEL

At present to design of WSN based
applications is challenging task. Theoretical
evaluations cannot be adequate for many cases to
prevent and predict the crash of sensor networks.
The design complexity of WSNs rises with
growing applications and their requirements. The
network lifetime and minimum error margin of
data transmission is largely depends on the energy
consumption of the nodes. Consequently, different
methods have been proposed to reduce the energy
consumption of the wireless sensor network.
Designing wireless sensor networks has many
problems from this point of view.

Energy harvesting is a promising solution
to overcome the problem of large energy
consumption and network stability. Therefore, we
propose a clustering oriented approach called
Energy Harvesting based hierarchical approach of
adaptive routing with uniform data quality
assignment to prolong the network lifetime and
stability of the network. The main advantage of
clustering is the expansion of sensor networks in
terms of scalability of performance. In addition,
the clustering approach offers many secondary
benefits. It ensures reliability and avoids one-point
failure through its localized solutions.

A. Network Model

The elements of our system model consist
of collection of sensor nodes. The sensor nodes
are supposed to be placed in the unstructured
manner according to the energy perspective. The
sensor node performs three mandatory activities,
which means sensing the data, processing the data
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and communicates the data. In all three functions,

4data communication in most cases it is a highenergy
consuming activity. Because of this, our network model
fully addresses the issue of energy consumption.
The following conclusions have been made about
the testbed.
» The sensor node formation is done in
randomly.
» Sensor nodes and the base station are fixed
(static).
» The distance between the sensors is defined
based on the signal strength.
» Data aggregation is done through the Cluster
Head (CH).

Each senor nodes are represented as s and
wireless sensor network consist of n number of
sensors (S, S2, Ss, ..., sn). All the sensor nodes are
transmitting their data s(i) to the cluster head (CH)
and the sensor nodes energy consumption is
represented as (Esi, ESz, ESs, ...., Esn). The CH act
as an intermediate between the sensor nodes and
base station. It performs data aggregation,
integration and communicates to base station so it
needs more energy to stable the network and
active. A cluster head handles two types of
messages, one is internal messages and other is
external messages. Whose internal messages are
nothing but own messages of the cluster head and
the external messages are defined as the neighbor
nodes data collected by the cluster head. A vast
data handling situation occurs in this type
approach, it may fail the quality of data
transmission between the cluster head and base
station.

Data transmission is an important factor
for energy consumption in WSNs. Here, we focus
on reducing the number of bits transmitting from
cluster head to base station through the data
compression method.

Sensor Base Station
1 i
v v
EHAFR
Clustering of Nodes l

Received Data from

l CH

Cluster Head (CH)
Formation l
l Data

Data Collection by Reeampression 3
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selected as a cluster head and all other nodes are
treated as normal node. The proposed method
follows three major key variables,
> Calculate the Residual Energy

This variable represents each and every node
calculates its own energy level and it is
represented as ‘ElI’. After completing the
transmission its energy level is reduces and the
remaining energy is measured. ‘Et’ required
energy per transaction, ‘El’ initial energy level of
the node and ‘Er’ residual energy of the node.

T = = 1)
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Figure 2: - Proposed Framework

Due to the flat network approach there is a
vast number of communication from sensor node
to sink or base station. It will create the
overburden to base station and fast exhaustion of
the battery. In our proposed hierarchical network
model differs from the existing methods, which
focus on the energy harvesting type of WSNs. A
data collection is made through the special node
which reduces the number of messages sent to
base station and this improves the energy
efficiency of the network.

V. THE PROPOSED ALGORITHM

Each node is capable of being powered by
a battery with energy harvesting. So the energy
levels of each sensor nodes are not the same in the
network because it is unmanned sensor
environment with geographically distributed.

A. Cluster Formation and CH Selection

Initially the sensor nodes are placed and
the distance between the each sensor node is
measured. In our proposed approach, the base
station or sink send the beacon frame to all the
sensor nodes. Through this frame, the base station
receives the information about the configuration
of the network and can also identify the list of
eligible nodes available in the network sorted by
signal strength. The collection of temporal cluster
heads is elected according to the signal strength in
the network.

The base station generates the gateway
value ‘G’ is calculated and forwarded to rest of
the sensor nodes. Each and every sensor nodes
calculated the energy value and it compared with
the received gateway value. If the energy value is
greater than the gateway value, then the nodes is
Node Degree measured

According to this criterion, the total
number of neighbors located at a 2-hop distance
from cluster head (CH) and measured like,

Node Degree = (Total 2-hop-Nb nodes) /

(Nodes) .. (2)
> Betweeness Centrality of the CH.
Using this adaptive method, the

betweeness centrality is of nodes to CH is
calculated using distributed mechanism. Once
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the CH receives the updates from its neighbors
then it calculates the betweeness centrality of each
and every node.

@_p Cluster Head

R O——» Normal Node

Figure 3: - 2-Hop Clustered WSN

The fuzzy process maps each smooth input
value to a set of respective fuzzy member
functions for each temporary cluster head over
three parameters. The output variable indicates the
possibility of a temporary cluster head becoming a
cluster head.

Now, each and every sensor nodes are

prepares themselves become a member of a cluster
and it is joined with the nearest clusterhead. After the
cluster formation, the required datais generated and
sensed by the members thosewho are joined in the
cluster formation. The cluster head is the Incharge to
collect and integrate the data from their members.
After the aggregation is over, the cluster head made
the compression process to reduce the overload and
energy consumption of the cluster head. Finally, the
CH communicates to base station or sink and
transmit the data.

A. Algorithm: Energy Harvesting Adaptive Fuzzy

Routing (EHAFR)
Step 1: Begin

Step 2: S «— Set of Sensor Nodes, Si, Sz, Ss, ...., Sn
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Step 3: Status (S[x]) < M, x=1, 2, ..., N.

Step 4: Tch « Number of Tentative CHs.

Step 5: CH « Set of Temporary Cluster Heads |
Tch[x], x=1, 2, ..., T selected from S.

Step6: S — S—CH.

Step 7: Chance[y] < Probability of CH[y] to
become a Cluster Head, y=1, 2, ....., T.

Step 8: For every Tentative Cluster Head Tch[y],
y=1,2,...,T.

Step 9: Calculate Chance [y] using fuzzy if-then
mapping rules.

Step 10: Broadcast Advertisement
(Chance[y]) to all its 1-hop and 2-hop

neighbours.
Step 11: While (timer).
Step 12: If (Advertisement from any CHI[Xx]

& (Chance[y] < Chance[x])).

Step 13: Add CH[y] to S.

Step 14: CH« CH- {CH]Iy]}.

Step 15: End if.

Step 16: Else.

Step 17: Status (CH[y]) < H.

Step 18: Broadcast Advertisement (Status
(CH[y]) to all its 1-hop and 2-hop
neighbours.

Step 19: End else.

Step 20: End While.

Step 21: End For.

Step 22: For every sensor node S[X].

Step 23: If  Advertisement(Status(CH|[z]))
received form exactly one Cluster Head
CHIz].

Step 24.

Step 25:

Add S[i] to CHIK].
End if

Data compression is nothing but to
reduce the number of data transmitted from
cluster head to sink. Usually, the data
compression technique is classified into three
categories according to the recoverability of
original data in the destination part.

1. Lossy Compression Standard.

2. Lossless Compression standard.

3. Unrecoverable Compression Standard.
In lossy compression, some features of the
original content are lost after performing the
decompression. In lossless compression, the
original content is accurately received after
performing decompression. The unrecoverable
compression defines that not possible to recover
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the input value of compressed data.

In our proposed approach, the lossless
compression algorithm is used called adaptive
UDQ arithmetic coding algorithm.

The adaptive UDQ concentrate on three
basic aspects during the encoding process called
the next symbol to be encoded, the interval and
the probability. The encoder divides the current
interval into sub-spaces, each representing a
portion of the current interval proportional to the
probability of that index in the current space. Any
space that corresponds to the actual symbol next
to the symbol becomes the space used in the next
step.

When all symbols are encoded, the
resulting space clearly identifies the sequence of
symbols it has created. Anyone using the same
end space and model can reconstruct the code line

Average No. of CH nodes per round

9

-\ 5

T 8

3 \ == | EACH
6 \ / == EHAFRA

4 /

2

2

100 200 300 400 500
Network Size

that must have entered the encoder at that final
interval. However, there is no need to transmit the
final break; It is necessary to transmit only a
portion of that space. In particular, it is only
necessary to transmit enough fractions so that all
fractions beginning with those digits fall into the
final interval; this will guarantee that the resulting
code is a prefix.

For example, note that arithmetic encoding can be
implemented by changing the base or radix if the
symbols have equal probabilities. In general,
arithmetic (and range) encoding can be interpretedas
a general transformation of radix. For example, we
can see any sequence of symbols: The result shows
the efficient use of energy inthe network and
network lifetime is illustrated.

i) No. of CHs per round: -

This Immediate action reflects the number
of nodes.
This will send the data directly to the base station.

Figure 5: -Average No. of CH nodes per round
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The results show that EHAFRA outperformed
LEACH for most of the cases. EHAFRA
showed better scalability in more than 90% of
the networks under test. This is because
EHAFRA uses a larger number of CHs that
cover the network.

V. CONCLUSION

In this paper, we have focus on two
things, that is, prolong the network lifetime and
quality of data transmission between the nodes
and the base station. This can be achieved
through the energy harvesting based wireless
sensor network. Here, we propose an
hierarchical energy harvesting adaptive fuzzy
routing algorithm, referred as EHAFRA, to
address the fuzzy based cluster head

‘DADASD’

Assume that the symbols involved form a sorted
set, and that each symbol in the sorted set
represents a continuous integer A=0,B=1,C =2,
D = 3, and so on. This results in the following
frequencies and cumulative frequencies

selection and also introduce the UDQ data
compression technique to reduce the amount of
data transmission between the CH and base
station. The results declared that the proposed
system improves the network lifetime and achieve
the quality requirements of the network.
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Abstract— Theearlyand
reliabledetectionofCOVID-19
infectedpatients is essentialto prevent
andlimit its
outbreak.ThePCRtestsforCOVID-
19detectionarenotavailableinmany
countries, and also, there are genuine
concerns about theirreliability and
performance. Motivated by these
shortcomings,this articleproposes a
deep  uncertainty-aware  transfer
learning framework for COVID-19
detection using medical images.Four
popular convolutional neural networks
(CNNs),
includingVGG16,ResNet50,DenseNetl
21,andInceptionResNetV2,arefirstappl
iedtoextractdeepfeaturesfromchestX-
rayandcomputed tomography (CT)
images. Extracted features are
thenprocessedbydifferent
machinelearning andstatistical
modeling  techniques to identify
COVID-19cases.We also calculateand
report the epistemic uncertainty of
classification results toidentify regions
where the trained models are not
confident
abouttheirdecisions(outofdistributionp
roblem).Comprehensive simulation
results for X-ray and CT image data
sets indicate that linear support vector
machine and neural network models
achievethe best results as measured by
accuracy, sensitivity,
specificity,andreceiveroperatingcharac
teristic(ROC)curve(AUC). Also, it is
found that predictive uncertainty
estimates
aremuchhigherforCTimagescompared
toX-rayimages.

Mr.P.Suvinkumar,

Department of Information Technology,
K.S.Rangasamy College of Technolgy,
Tiruchengode, Tamil nadu.

INTRODUCTION
Screeningsuspectedpatientsandtheearl
ydiagnosisofCOVID-19 is the best way
to prevent its outbreak  within
asociety. Thesoonerthediagnosis,thefaste
randsmootherthe medical recovery. The
real-time polymerase
chainreaction(realimePCR)isthestandard
testfordiagnosisofCOVID-
19[2]. Thereareothercomplementary
testingframeworks  aswell. A deep
learning-based framework for COVID-
19 detectionusing CT images was
proposed in [15]. The reported
experimental results in this article show
that the proposed modelprecisely
identifies the COVID-19 cases from
others with anarea under the receiver
operating characteristic (ROC)
curve(AUC)of0.99andarecall(sensitivity
)0f0.93.In[16],machinelearningtechniqu
esareappliedforthedetectionof COVID-
19casesfrompatchesobtainedfrom150CT
images. Thenumberofcollectedsamplesis
499 that are processed using
segmentation  techniques and  3-
DCNNs.Adeep learning  framework
isalsoproposed in[18]for detection of
COVID-19 and influenza-A viral
pneumonia.The overall accuracy of
developed models for 618 CT
imagesis86.7%.Lastbut not
least,wealsoinvestigate  the  impact
oflackofdataon the reliability and quality
of the classification results. Thetype of
uncertainty that is important for deep
learning modelsused for COVID-19
diagnosis is epistemic uncertainty,
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whichcaptures the model that lack of
knowledge about the data
[24].Wethendevelopanensembleofneural
networkmodelstrainedusingdifferent
deepfeaturestogenerate
predictiveuncertainty  estimates. The
quantified epistemic
uncertaintiesprovide informative hints
about where and how much one
cantrustthemodelpredictions.Allthese
studiesreport promising results for
CNNmodels trained using a limited
number of images. Deep neural
networks often have hundred and
thousands of trainable para-meters that
their  fine-tuning  requires massive
amounts of data.Besides, the limited
number of samples raise concerns about
epistemic uncertainty

OBJECTIVE

To detect COVID-19 patients using
medical image such as X-Ray and CT
image instead of PCR Test.To extract deep
features from CT image and Chest X-Ray
by  popular  Convolutional  Neural
Networks(CNN).To identify COVID-19
infected patients well in advance to curtail
the spread of disease. To achieve best
result, linear support vector machine
learning algorithm and Neural network
models are used.

PROPOSEDMETHOD

We will here apply the transfer
learning approach to trainmachine
learning models for COVID-19
detection. Two majorissues motivate us
to solve the COVID-19 detection using
atransfer learning framework:

1) training DNN/CNN modelsrequire
a massive amount of data and this is not
practical forCOVID-19 as the number of
collected and labeled images
isverylimitedandoftenintheorderofafewh

NCITCT’22

undredsand

2)TrainingDNN/CNNmodelsiscomput
ationallydemanding.Evenifthousandsa
ndmillionsofimagesareavailable,still, it
makes sensetofirstcheck theusefulness
ofexisting pre-
trainedmodelsfordatarepresentationand
featureextraction.Themain hypothesis
in the proposed framework is that
there  arefundamental  similarities
between image
detection/recognitiontasksandthebinar
yclassificationproblemofCOVID-
19usingimages. Accordingly, learnings
from the former one can besafely
ported to the latter one to shorten the
training  process.While all  five
pretrained networks have been
developed
usingnonmedicalimages,itisreasonable
toassumethattheirtransformation of X-
ray and CT image pixels could make
theclassificationtaskeasier.As  shown
in Fig. 1, the parameters of the
convolutionallayers are kept frozen
during the training process. The
convolution layers of these five
pretrained models are fed by X-
rayandCTimagesforhierarchicalfeature
extractions.Thefrontend of the
pretrained networks is then replaced
by differentmachine learning
classifiers to separate Covid and non-
Covidcases. It is important to mention
that we drop the poolingoperation in
the last convolutional layer of these
pretrainednetworks. This is to avoid
losing informative features
beforepassingthemtotheclassificationm
odels.

Any  classificationstudy  without
reporting the predictiveuncertainty
estimates is not complete. There are
two types ofuncertainties, which needs
to be considered for  deep
learningmodels[28]:

1) Aleatoricuncertaintywhichisrelatedt
othenoiseinherent inthe data generating
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process. This type
ofuncertaintyisirreducible.

2) Epistemicuncertaintywhichcapturest
heignoranceabout themodel. In
contrasttoauncertainty,uncertaintyisred

uciblewithcollectionofmoretrainingsam
plesfromdiversescenarios [9].

Inthisarticle, wemainly
focusonecertainitcloseothegeneralizatio
n powerofmodelsfornew samples[29]-
[31].
Here,wewilluseanensembleofdiversemo
delstoobtainuncertaintiesassociatedwith
made inferences [29]. An ensemble
consists of several
modelsdevelopedwithdifferentarchitect
ures,types, and sampledsubsets. These
model development differences cause
diversityin the generalization power of
models. Predictions
obtainedfromindividualmodelsarethena
ggregatedtoobtainthefinal  prediction.
The prediction variance could be used
for
thecalculationoftheepistemicuncertaint
y[32].
Itisobviousthatthepredictionentropybe
comeszerowhenthe output is assigned
to a class with high probability
andbecomes maximum when the
network is uncertain about itsoutcome

2AFirst chestx ray ‘c\ X ol
i .
& & o
X 3

EXPERIMENTSETUP

There are two types of data sets used in
this study: chestX-ray and breast CT
scan. These two types of imagery
datasetsare themain sources
ofinformation that clinicians usefor
COVID-19 diagnosis. The description of
these data sets isprovided in this section.
Also, statistical and machine
learningclassifiers applied to process
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features extracted by CNNs
arebrieflyintroduced.ChestX-
RayDataSet: Thisdatasetisformedbytaking
25images ofCOVID-19 from[34]
inthefirststep.Wethenaddanother75non-
CovidcasesochestX-rayimage from [35].
It is important to note that these non-
Covid(normal) cases might consist of
other unhealthy conditions, such as
bacterial or wviral infections, chronic
obstructive
pulmonarydisease,andevenacombination
oftwoormore.Accordingly, what we mean
by a normal or non-Covid
casedoesnotnecessarilyinhealthylowerres
piratory  system.PretrainedModelsHere,
we briefly introduce the four CNNs used
in this
studyforextractingfeatures.VGG16[25]:T
hismodelissimilartoAlexNetandconsistsof
13convolution, nonlinear rectification,
pooling,andthreefullyconnectedlayers[25]
.Thefiltersizeoftheconvolutional
networkis 3X andthepoolingsizeis 2X
2Duetoitssimplearchitecture,theVGGnet
workisperformedbetterthanAlexNet.

The COVID-19 detection is a binary
classification problemwhere the input is
an image (chest X-ray or CT image) and
theoutputisabinarylabelrepresentingthepr
esenceorabsenceof  COVID-19.  Here,

m images are first processed by the

convolutional layers of five pretrained
networks. Hierarchicallyextracted
features are then processed by multiple
classifiers.We use eight classifiers to
process features: k-nearest
neighbors(KNNs),linearsupportvectormac
hine(linearSVM),radialbasisfunction(RB
F)SVM,Gaussian process (GP),random
forest (RF), multilayer perceptron (NN),
Adaboost,and Naive Bayes.K-Nearest
NeighborkNN is one of the simplest
classification algorithms. It keeps a copy
of all samples and classifiessamples
based on a similarity measure. This
similarity mea-sure isusually a kind of
distance in the feature space. Themost
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commonly used distance measures are
Euclidean andMinkowski. In this article,
we use k=2 and the Minkowskidistance
metric for the classification
task.GaussianProcess: Itisasrandomvariab
lesina waythateach setisdescribed by
amultivariate

normaldistribution. Thefinaldistributionof
aGPisajointdistributionof  all  those
random variables. GP uses covariance
matrix anditsinversion, and
thus,itwillbealazy learning algorithmin
high-dimensional space. Itoutputs a
distribution that
notonlyestimatesthepredictionbutalsopro
videspredictionuncertainty estimates. We
use RBF kernel with a length
scaleequaltooneforGPclassifiersinthisstu
dy.Neural Network: A feedforward NN
finds a nonlinearmapping between the
fixed-size inputs and the output (tar-get).
The network is composed of several
hidden layers
andprocessingunitscalledneurons.

True Positive Rate

=}
-
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100timesusingobtainedfeatures from
pretrained CNNs. For each run, the
performancemetrics are calculated, and
then, the box plot graph s
generated.Fig.6showstheboxplotsforCTa
ndX-

raydatasets,respectively,foraccuracy,sen
sitivity,andspecificity. Itisnotedthatthose
values

arecalculatedwithoutPCAforallclassifier
strained 100times(allfeaturespassed

1

Nearest Neighbors
- — Linear SVM
| o RBF SVM
—— Gaussian Process
—— Random Forest
—— Neural Net
—— AdaBoost
—— Naive Bayes f
No Skill 0

True Positive Rate

05
False Positive Rate

0.5
False Positive Rate
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toclassifiers).
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CT &
architec
Incepti
and D
classifi

5

True Positive Rate
=)

Grad-
CAMsandHeatmapsshowhowourmo
delmakesdecision.
(a)Grad-CAMs.(b)Heatmaps.
Distributionofaccuracy,sensitivity,an

ROCcurves

forallpretrained
CNNandclassifierrareshowing.Asexpe
cted,linearSVMandNNmodelshavethe

dspecificityassociatedwith

(@ CTand(b)X- iy

raydatasets,respectively(thetopresultsareforCTdatasetofo
urdifferentclassifiers).

Accuracy, sensitivity, and specificity
are considered for themodel evaluation.
Purely relying on accuracy could lead
tomisleading results as both data sets
and in particular X-ray oneare
imbalanced. For obtaining statistically
valid
conclusions,wetraineverysingleclassifier

05
False Positive Rate
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An important observation is that the
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performanceofclassifierssignificantlyvari
esbasedonhierarchicallyextracted

features Dby convolutional layers of
fourpretrainedCNNs.Tocomprehensively
comparedifferentarchitecturesforfeaturee
xtraction,wetrainandevaluateeachclassifi
er100times. Then,weaverageallprediction
stoobtainareliableestimateofthesamplelab
el.Then,performancemetrics, including
accuracy, sensitivity, specificity, and
AUCvalue, are calculated. Tables Il and
Il report these performance metrics for
CTand X-ray data setsReported valuesare
given inpercent. Having compared
allmodels, wefindthatnomodel
outperforms othersformostcasesthan
others.LinearSVMalsoachievesthebestres
ultsforeachmodel.Comparingthedesigned
networktothatof[36],ourtransferlearning-
based methodoutperforms
theirs. Thebestresultsare achieved using
ResNet50 and linear SVM classifier
(anaccuracy of 87.9%). This is more than
3% better than the bestresults reported in

[36]. (84.7% accuracy). This
improvementis mainly due to a better
hierarchical extraction of

featuresusingResNet50andanoptimalsele
ctionoftheclassifier(linearSVM).

It is also important to consider the
network size and
thenumberofdeepfeatureswhencomparing
theperformanceof pretrained CNNs for
COVID-19 detection. Figs. 8 and 9show
the average of the classification
performance (accuracyand AUC) for
linear SVM and NN models in the 2-D
spaceformed by the number of CNN
parameters (millions) and thenumber of
features (ten thousands), respectively.
The size ofeach point represents the
accuracy and AUC  metrics of
thetrainedclassifiersusingfeaturesextracte
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dbypretrainedCNNs.The  bigger  the
point, the better the performance. We
generatethese forlinearSVMand
CNNmodels astheyarethebestperforming
ones according toresultspresented.

It has the least number of parameters
and extracts the smallestnumber of
features. Those features are the most
informativeand discriminative ones as
both linear and NN  models
achievethebestresultsusingthem.Incontra
st,themasworkof  InceptionResNetV2
offers the most number of features
thathave the least information content
among the investigated net-work.
Another key observation is the choice of
the pretrainedCNN that has a direct and
profound impact on the
overallperformanceoftheCOVID-
19classificationmodel.Lastbutnot least,
one may conclude that bigger networks,
such asResNet50 and
InceptionResNetV2, do not necessarily
extractmoreinformativeanddiscriminativ
efeatures.

It is also quite important to quantify
uncertainties
associatedwithpredictions.Here,wegener
atepredictive uncertainty estimates for
NN models. As mentioned before, there
are severingalwaysofgenerating
ensemblenetworks.Weusetheentiredata
set in the training step because the
availability of moresamples improves
the generalization power of NN
models. Twenty individual NN models
with different architectures arefirst
trained to form an ensemble. NN models
have a hiddenlayer and their number of
hidden neurons IS randomly
selectedbetween50and400.
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Linear SVM Neural Net

® e
DenseNet121 DenseNet121

® . e v
ResNet50 InceptionResNetv2 ResNet50 InceptionResNetV2

10

® [
VGG16 VGG16 cguracy

Number of Features (Ten Thousands)

& ®
DenseNet121 DenseNet121

@ ® G ®
ResNet50 InceptionResNetv2 ResNet50 InceptionResNetV2

Rei-x

® { ]
VGG16 VGG16

10 20 30 40 50 60 O 10 20 30 40 50 60
Total Parameters (Millions)

Accuracy average in the 2-D space of the number of CNN
parameters(millions) and the number of features(ten
thousands). The size of each
pointisanindicationoftheclassifieraccuracy(meanvaluein100ru
ns).

Uncertainty quantification using 20 individual neural
networks working as an ensemble. They differ in the number
of neurons in their hidden
layerbeforeapplyingamultilayerperceptronclassifier. Thedark
erthecolor,thehighertheuncertaintylevel.Samplesondarkparts
oftheplothaveahighlevelofpredictiveuncertaintyasthe20mode
Iscouldnotallagreeonthepredictedlabel.(a)VGG16.(b)Inceptio
nResNetV2.(c)ResNet50.(d)DenseNet121.
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()

(d) VGG16.(f)InceptionResNetV2.(g)ResNet50.(h)DenseNet1
21.

CONCLUSION

Thepurposeofthisstudywastoinvestigate
the
suitabilityofdeeptransferlearningforCOVI
D-19diagnosisusing medical imaging.
The key motivation was the lack
ofaccesstolarge repositories of imagesfor
developing deepneural networks from
scratch.  Leveraging the  transfer
learningframework, we apply four
pretrained deep CNNs
(VGG16,ResNet50, DenseNet121, and
InceptionResNetV2) to hierarchically
extract informative and discriminative
features fromchest X-ray and CT images.
The parameters of the convolutional
layersare keptfrozen during thetraining
process.Extractedfeaturesarethenprocesse
dbymultipleclassificationtechniques.Obta
inedresultsindicatethatlinearSVMandmul
tilayer perceptron outperforms other
methods in terms ofthe medical diagnosis
accuracy for both X-ray and CT
images.It is also observed that better
prediction results and
medicaldiagnosiscouldbeachievedusingC
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Timagesastheyaremuchrichformationcom
paredtoX-rayimages.

There are many rooms  for
improvement and further exploration.
The performance of transfer learning
algorithms
couldbemajorlyimprovedbyfine-
tuningthemtoextractmoreinformativeand
discriminativefeatures.Featuresobtainedfr
om different transferlearning
modelscouldbecombinedto develop
hybrid models. Also, predictions from
individualmodels could be combined to
form ensembles. Last but notleast,astate-
of-the-
artmethodcouldbeappliedformorecompre
hensiveestimationoftheuncertaintymeasur
es.
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Abstract:

The pandemic of coronavirus disease 2019
(COVID-19) is spreading all over the world.
Medical imaging such as X-ray and computed
tomography (CT) plays an essential role in the
global fight against COVID-19, whereas the
recently emerging artificial intelligence (Al)
technologies further strengthen the power of
the imaging tools and help medical
specialists. We hereby review the rapid
responses in the community of medical
imaging (empowered by Al) toward COVID-
19. For example, Al-empowered image
acquisition can significantly help automate
the scanning procedure and also reshape the
workflow with minimal contact to patients,
providing the best protection to the imaging
technicians. Also, Al can improve work

efficiency by accurate delineation  of
infections in X-ray and CT images,
facilitating subsequent quantification.

Moreover, the computer-aided platforms help
radiologists make clinical decisions, i.e., for
disease diagnosis, tracking, and prognosis. In
this review paper, we thus cover the entire
pipeline of medical imaging and analysis
techniques involved with  COVID-19,
including image acquisition, segmentation,
diagnosis, and follow-up. We particularly
focus on theintegration of Al with X-ray and
CT, both of which are widely used in the
frontline hospitals, in order to depict the latest
progress of medical imaging and radiology
fighting against COVID-19.

Mr.K.Yeswanth, Student, Department
ofInformation Technology,
K.S.Rangasamy College of Technology,
Tiruchengode, Tamil Nadu

Introduction

The coronavirus disease 2019 (COVID-19),
caused by severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2), is an ongoing
pandemic. The number of people infected by
the virus is increasing rapidly. Up to April 9,
2020, 1,436,198 cases of COVID-19 have
been reported in over 200 countries and
territories, resulting in approximately 85,521
deaths (with a fatal rate of 5.95%) [1]. This
has led to great public health concern in the
international community, as the World Health
Organization (WHO) declared the outbreak to
be a Public Health Emergency of International
Concern (PHEIC) on January 30, 2020 and
recognized it as a pandemic on March 11,
2020 [2], [3].

Reverse  Transcription-Polymerase  Chain
Reaction (RT-PCR) test serves as the gold
standard  of  confirming COVID-19
patients [4]. However, the RT-PCR assay
tends to be inadequate in many areas that have
been severely hit especially during early
outbreak of this disease. The lab test also
suffers from insufficient sensitivity, such as
71% reported in Fang et al. [5]. This is due to
many factors, such as sample preparation and
quality control [6]. In clinical practice, easily
accessible imaging equipment, such as chest
X-ray and thoracic CT, provide huge
assistance to clinicians [7]-[8][9][10][11][12].
Particularly in China, many cases were
identified as suspected of COVID-19, if
characteristic manifestations in CT scans were
observed [6]. The suspected patients, even
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without clinical symptoms (e.g., fever and
coughing), were also hospitalized or
quarantined for further lab tests. Given the
current sensitivity of the nucleic acid tests,
many suspected patients have to be tested
multiple times several days apart before
reaching a confident diagnosis. Hence, the
imaging findings play a critical role in
constraining the viral transmission and also
fighting against COVID-19.

The workflow of imaging-based diagnosis for
COVID-19, taking thoracic CT as an
example, includes three stages in general, i.e.,
1) pre-scan preparation, 2) image acquisition,
and 3) disease diagnosis. In the pre-scan
preparation stage, each subject is instructed
and assisted by a technician to pose on the
patient bed according to a given protocol. In
the image acquisition stage, CT images are
acquired during a single breath-hold. The scan
ranges from the apex to the lung base. Scans
are done from the level of the upper thoracic
inlet to the inferior level of the costophrenic
angle with the optimized parameters set by
the radiologist(s), based on the patient's body
shape. From the acquired raw data, CT
images are reconstructed and then transmitted
through picture archiving and communication
systems (PACS) for subsequent reading and
diagnosis.

Artificial intelligence (Al), an emerging
technology in the field of medical imaging,
has contributed actively to fight COVID-
19 [13]. Compared to the traditional imaging
workflow that heavily relies on human labors,
Al enables more safe, accurate and efficient
imaging solutions. Recent Al-empowered
applications in COVID-19 mainly include the
dedicated imaging platform, the lung and
infection region segmentation, the clinical
assessment and diagnosis, as well as the
pioneering basic and clinical research.
Moreover, many commercial products have
been developed, which successfully integrate
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Al to combat COVID-19 and clearly
demonstrate the capability of the technology.
The Medical Imaging Computing Seminar
(MICS),! a China's leading alliance of
medical imaging scholars and start-up
companies, organized this first online seminar
on COVID-19 on February 18, 2020, which
attracted more than ten thousands of visits.
All the above examples show the tremendous
enthusiasm cast by the public for Al-
empowered progress in the medical imaging
field, especially during the ongoing pandemic.

Due to the importance of Al in all the
spectrum of the imaging-based analysis of
COVID-19, this review aims to extensively
discuss the role of medical imaging,
especially empowered by Al, in fighting the
COVID-19, which will inspire future practical
applications and methodological research. In
the following, we first introduce intelligent
imaging platforms for COVID-19, and then
summarize popular machine learning methods
in the imaging workflow, including
segmentation, diagnosis and  prognosis.
Several publicly available datasets are also
introduced. Finally, we discuss several open
problems and challenges. We expect to
provide guidance for researchers and
radiologists through this review. Note that we
review the most related medical-imaging-
based COVID-19 studies up to March 31,
2020.

SECTION II.

Al-Empowered Contactless Imaging
Workflows

Healthcare practitioners are particularly
vulnerable concerning the high risk of
occupational  viral  exposure.  Imaging

specialists and technicians are of high
priority, such that any potential contact with
the virus could be under control. In addition
to the personal protective equipment (PPE),
one may consider dedicated imaging facilities
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and workflows, which are significantly
important to reduce the risks and save lives.

A. Conventional Imaging Workflow

Chest X-ray and CT are widely used in the
screening and diagnosis of COVID-19 [7]-
[8][9][10][11][12]. It is important to employ a
contactless and automated image acquisition
workflow to avoid the severe risks of
infection during COVID-19 pandemic.
However, the conventional imaging workflow
includes  inevitable  contact  between
technicians and patients. Especially, in patient
positioning, technicians first assist in posing
the patient according to a given protocol, such
as head-first versus feet-first, and supine
versus prone in CT, followed by visually
identifying the target body part location on
the patient and manually adjusting the relative
position and pose between the patient and the
X-ray tube. This process puts the technicians
in close contact with the patients, which leads
to high risks of viral exposure. Thus, a
contactless and automated imaging workflow
is needed to minimize the contact.

B. Al-Empowered Imaging Workflow

Many modern X-ray and CT systems are
equipped with cameras for patient monitoring
purposes [14]-[15][16][17]. During the
outbreak of COVID-19, those devices
facilitate the implementation of a contactless
scanning workflow. Technicians can monitor
the patient from the control room via a live
video stream from the camera. However, from
only the overhead view of the camera, it is
still challenging for the technician to
determine the scanning parameters such as
scan range. In this case, Al is able to automate
the process [18]-
[19][20][21][22][23][24]1[25][26] by

identifying the pose and shape of the patient
from the data acquired with visual sensors
such as RGB, Time-of-Flight (TOF) pressure
imaging [27] or thermal (FIR) cameras. Thus,
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the optimal scanning parameters can be
determined.

One typical scanning parameter that can be
estimated with Al-empowered visual sensors
is the scan range that defines the starting and
ending positions of the CT scan. Scan range
can be identified by detecting anatomical
joints of the subject from the images. Much
recent work [28]-[29][30] has focused on

estimating the 2D [31]-
[32][33][34][35][36] or 3D keypoint
locations [29], [37]-[38][39][40] on the

patient body. These keypoint locations usually
include major joints such as the neck,
shoulders, elbows, ankles, wrists, and knees.
Wang et al. [41] have shown that such an
automated  workflow can  significantly
improve scanning efficiency and reduce
unnecessary radiation exposure. However,
such keypoints usually represent only a very
sparse sampling of the full 3D mesh [42] in
the 3D space (that defines the digital human
body).

Other important scanning parameters can be
inferred by Al, including 1ISO-centering. 1SO-
centering refers to aligning the target body
region of the subject, so that the center of the
target body region overlaps with the scanner
ISO center and thus the overall imaging
quality is optimal. Studies have shown that,
with Dbetter 1SO-centering, radiation dosage
can be reduced while maintaining similar
imaging quality [43]. In order to align the
target body region to the I1SO center, and
given that anatomical keypoints usually
represent only a very sparse sampling of the
full 3D mesh in the 3D space (defining the
digital human body), Georgakis et
al. [44] propose to recover human mesh from
a single monocular RGB image using a
parametric human model SMPL [45]. Unlike
other related studies [46], they employ a
hierarchical kinematic reasoning for each
kinematic chain of the patient to iteratively
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refine the estimation of each anatomical
keypoint to improve the system robustness to
clutters and partial occlusions around the
joints of the patient. Singh et al. [19] present a
technique, using depth sensor data, to retrieve
a full 3D patient mesh by fitting the depth
data to a parametric human mesh model based
on anatomical landmarks detected from RGB
image. One recent solution proposed by
Ren et al. [42] learns a model that can be
trained just once and have the capability to be
applied across multiple such applications
based on dynamic multi-modal inference.

With this framework in application with an
RGB-depth input sensor, even if one of the
sensor modalities fails, the model above can
still perform 3D patient body inference with
the remaining data.

C. Applications in COVID-19

During the outbreak of COVID-19, several
essential contactless imaging workflows were
established[18], [41], [42], from the
utilization of monitoring cameras in the scan
room [14]-[15][16], [28], or on  the
device [47], to mobile CT
platforms [18], [47]-[48][49][50] with better
access to patients and flexible installation.

A notable example is an automated scanning
workflow based on a mobile CT platform
empowered by visual Al technologies [18], as
shown in Fig. 1(a). The mobile platform is
fully self-contained with an Al-based pre-scan
and diagnosis system [47]. It was redesigned
into a fully isolated scan room and control
room. Each room has its own entrance to
avoid any unnecessary interaction between
technicians and patients.

(@) A mobile CT platform equipped with Al-
empowered automated image acquisition
workflow; (b) An example image captured by
patient monitoring camera of CT system; ()
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Positioning and scanning of patient operated
remotely by a technician.

Show All

After entering the scan room, the patient is
instructed, by visual and audio prompts, to
pose on the patient bed (Fig. 1(b)).
Technicians can observe through the window
and also the live video transmitted from the
ceiling-mounted Al camera in the scan room,
and correct the pose of the patient if necessary
(Fig. 1(c)). Once the patient is deemed ready,
either by the technician or the motion analysis
algorithm, the patient positioning algorithm
will automatically recover the 3D pose and
fully-reconstructed mesh of the patient from
the images captured with the camera [42].
Based on the 3D mesh, both the scan range
and the 3D centerline of the target body part
of the patient are estimated and converted into
control signals and optimized scanning
parameters for the technician to verify. If
necessary, the technician can make
adjustments. Once verified, the patient bed
will be automatically aligned to ISO center
and moved into CT gantry for scanning. After
CT images are acquired, they will be
processed and analyzed for screening and
diagnosis purposes.

SECTION IlI.

Al-Aided Image
Applications

Segmentation is an essential step in image
processing and analysis for assessment and
quantification of COVID-19. It delineates the
regions of interest (ROIs), e.g., lung, lobes,
bronchopulmonary segments, and infected
regions or lesions, in the chest X-ray or CT
images. Segmented regions could be further
used to extract handcrafted or self-learned
features for diagnosis and other applications.
This subsection would summarize the related

Segmentation and Its
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segmentation works in COVID-19 and their
applications.

CT provides high-quality 3D images for
detecting COVID-19. To segment ROIs in
CT, deep learning methods are widely used.
The popular segmentation networks for
COVID-19 include classic U-Net [51]-
[52][53][54][55][56], UNet++ [57], [58], VB-
Net [59]. Compared with CT, X-ray is more
easily accessible around the world. However,
due to the ribs projected onto soft tissues in
2D and thus confounding image contrast, the
segmentation of X-ray images is even more
challenging. Currently, there is no method
developed for segmenting X-ray images for
COVID-19. However, Gaal et al. [60] adopt
an Attention-U-Net for lung segmentation in
X-ray images for pneumonia, and although
the research is not specified for COVID-19,
the method can be applied to the diagnosis of
COVID-19 and other diseases easily.

Although now there are limited segmentation
works directly related to COVID-19, many
papers consider segmentation as a necessary
process in analyzing COVID-

19. Table | summarizes representative works
involving image segmentation in COVID-19
studies.

TABLE | Summary of Image Segmentation
Methods in COVID-19 Applications

A. Segmentation of Lung Regions and
Lesions

In terms of target ROIs, the segmentation
methods in COVID-19 applications can be
mainly grouped into two categories, i.e., the
lung-region-oriented methods and the lung-
lesion-oriented methods. The lung-region-
oriented methods aim to separate lung
regions, i.e., whole lung and lung lobes, from
other (background) regions in CT or X-ray,
which is considered as a pre-requisite step in
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COVID-19 applications [51]-
[52][53][54][55], [58], [59], [61]. For
example, Jin et al. [58] propose a two-stage
pipeline for screening COVID-19 in CT
images, in which the whole lung region is first
detected by an efficient segmentation network
based on UNet++. The lung-lesion-oriented
methods aim to separate lesions (or metal and
motion artifacts) in the lung from lung
regions [52]-

[53][54][55][56][57]1[58][59], [61], [62].
Because the lesions or nodules could be small
with a variety of shapes and textures, locating
the regions of the lesions or nodules is
required and has often been considered a
challenging detection task. Notably, in
addition to segmentation, the attention
mechanism is reported as an efficient
localization method in screening [60], which
can be adopted in COVID-19 applications.

B. Segmentation Methods

In the literature, there have been numerous
techniques for lung segmentation with
different purposes [64]-[65][66][67][68]. The
U-Net is a commonly used technique for
segmenting both lung regions and lung lesions
in COVID applications [51]-[52][53][54].
The U-Net, a type of fully convolutional
network proposed by Ronneberger [69], has a
U-shape  architecture  with ~ symmetric
encoding and decoding signal paths. The
layers of the same level in two paths are
connected by the shortcut connections. In this
case, the network can therefore learn better
visual semantics as well as detailed
contextures, which is suitable for medical
image segmentation.

Various U-Net and its variants have been
developed, achieving reasonable segmentation
results in COVID-19 applications. Cicek et
al. [64] propose the 3D U-Net that uses the
inter-slice information by replacing the layers
in conventional U-Net with a 3D version.
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Milletari et al. [65] propose the V-Net which
utilizes the residual blocks as the basic
convolutional block, and optimize the
network by a Dice loss. By equipping the
convolutional blocks with the so-called
bottleneck blocks, Shan et al. [59] use a VB-
Net for more efficient segmentation. Zhou et
al. [66] propose the UNet++, which is much
more complex than U-Net, as the network
inserts a nested convolutional structure
between the encoding and decoding path.
Obviously, this type of network can improve
the performance of segmentation. However, it
is more difficult to train. This network is also
used for locating lesions in COVID-19
diagnosis [57]. Recently advanced attention
mechanisms can learn the most discriminant
part of the features in the network. Oktay et
al. [68] propose an Attention U-Net that is
capable of capturing fine structures in medical
images, thereby suitable for segmenting
lesions and lung nodules in COVID-19
applications.

Training a robust segmentation network
requires sufficient labeled data. In COVID-19
image segmentation, adequate training data
for segmentation tasks is often unavailable
since manual delineation for lesions is labor-
intensive and time-consuming. To address
this, a straightforward method is to
incorporate human knowledge. For example,
Shan et al. [59] integrate human-in-the-loop
strategy into the training of a VB-net based
segmentation  network, which involves
interactivity with radiologists into the training
of the network. Qi et al. [54] delineate the
lesions in the lung using U-Net with the initial
seeds given by a radiologist. Several other
works used diagnostic knowledge and
identified the infection regions by the
attention mechanism [58]. Weakly-supervised
machine learning methods are also used when
the training data are insufficient for
segmentation. For  example, Zheng et
al. [51] propose to use an unsupervised
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method to generate pseudo segmentation
masks for the images. As lacking of annotated
medical images is common in lung
segmentation, unsupervised and  semi-
supervised methods are highly demanded for
COVID-19 studies.

C. Applications in COVID-19

Segmentation can be used in various COVID-
19 applications, among which diagnosis is
frequently reported [51], [55]-
[56][57][58], [70], [71]. For example, Li et
al. [56] use U-Net for lung segmentation in a
multi-center study for distinguishing COVID-
19 from community-acquired pneumonia on
Chest CT. Jin et al. propose an Al system for
fast COVID-19 diagnosis [58]. The input to
the classification model is the CT slices that
have been segmented by a segmentation
network.

Another application of image segmentation is
quantification [52]-[53][54], [59], [61], [62],
which further serves for many medical
applications. For example, Shan et
al. [59] propose a VB-Net for segmentation of
lung, lung lobes and lung infection, which
provide accurate quantification data for
medical studies, including quantitative
assessment of progression in the follow-up,
comprehensive prediction of severity in the
enrollment, and visualization of lesion
distribution using percentage of infection
(POI). Caoet al.[52] assess longitudinal
progression of COVID-19 by using voxel-
level deep learning-based CT segmentation of
pulmonary opacities. Huang et
al. [53] segment lung region and GGO for
quantitative evaluation, which is further used
for monitoring the progression of COVID-19.
Qi et al. segment lung lesions of COVID-19
patients using a U-Net based algorithm, and
extract radiomics features for predicting
hospital stay [54].
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In summary, image segmentation plays an
important role in COVID-19 applications, i.e.,
in lung delineation and lesion measurement. It
facilitates  radiologists  in  accurately
identification of lung infection and prompting

quantitative analysis and diagnosis of
COVID-19.

SECTION IV.

Al-Assisted  Differential  Diagnosis  of
COVID-19

In outbreak areas, patients suspected of
COVID-19 are in urgent need of diagnosis
and proper treatment. Due to fast acquisition,
X-ray and CT scans are widely performed to
provide evidences for radiologists. However,
medical images, especially chest CT, contain
hundreds of slices, which takes a long time
for the specialists to diagnose. Also, COVID-
19 as a new disease has similar manifestations
with various other types of pneumonia, which
requires radiologists to accumulate many
experiences for achieving a high diagnostic
performance. Thus, Al-assisted diagnosis
using medical images is highly desired.
Segmentation discussed in the previous
subsection could be used to preprocess the
images, and here we focus on the methods

that could take advantage of those
segmentation results into the
diagnosis. Table Il lists the most relevant

state-of-the-art studies in this direction.

TABLE Il Related Studies With Medical
Images for Al-Assisted Diagnosis of COVID-
19

A. X-ray Based Screening of COVID-19

X-ray images are generally considered less
sensitive than 3D chest CT images, despite
being the typical first-line imaging modality
used for patients under investigation of
COVID-19. A recent study reported that X-
ray shows normal in early or mild
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disease [72]. In particular, abnormal chest
radiographs are found in 69% of the patients
at the initial time of admission, and in 80% of
the patients sometime after  during
hospitalization [72].

Radiological signs include airspace opacities,
ground-glass opacity (GGO), and later
consolidation. Bilateral, peripheral, and lower
zone predominant distributions are mostly
observed (90%). Pleural effusion is rare (3%)
in  comparison to parenchymal
abnormalities [72].

Classification of COVID-19 from other
pneumonia and healthy subjects have been
explored. Ghoshal et al. [73] propose a
Bayesian Convolutional Neural network to
estimate the diagnosis uncertainty in COVID-
19 prediction. 70 lung X-ray images of
patients with COVID-19 are obtained from an
online COVID-19 dataset [74], and non-
COVID-19 images are obtained from
Kaggle's Chest X-Ray Images (Pneumonia).
The experimental results show that Bayesian
inference improves the detection accuracy of
the standard VGG16 model from 85.7% to
92.9%. The authors further generate saliency
maps to illustrate the locations focused by the
deep network, to improve the understanding
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ABSTRACT:

A problem was identified in monitoring the
condition of the RO membrane, which is
corrupted due to many factors. But without
considering those factors, the membrane could be
monitored by sensing the PPM of purified water.
And our kit will help us to solve that problem.

INTRODUCTION:

Membrane filter act as a barrier to separate
contaminants from water, or they remove the particles
contaminating the water. Reverse osmosis, ultra-
filtrations and Nano filtration all use membrane in
their filtration processes. The reverse o0smosis
membrane on average should be replaced every 3-5
years, if it is still producing good quality water you
may be able to keep it longer than five years.

There are a few ways that you can determine if your
membrane is still good or if it is time to replace it.
The number one indicator is when the RO system
simply stops producing water or the flow of the RO
water is weaker than it used to be. Next, if your RO
system is running constantly that is another sign that
it is time to replace your membrane. The RO system
will run continuously because it is unable to produce
enough RO water to filler the entire system. Lastly,
the quality of the RO water that comes out of your
RO faucet will also tell you if it is time to replace the
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membrane. Water quality is measured by TDS or

Total Dissolved Solids. This is the total amount of
minerals, salts or metals dissolved in a given
volume of water. It will be expressed in (mg/L),
also referred to as parts per million (ppm). On
average the water quality for City Water is about
300 to 550 ppm, and Well Water is about 30 to
20,000 ppm. The reasoning behind the wide
spectrum for Well Water is because bodies of water
surrounding the Well Water makes a big difference
on various PPM

The world is suffering from an eminent water crisis.
Safe and pure drinking water is the necessity and
right of everyone. The use of reverse osmosis-based
water treatment plants has become a common
method for providing clean water in many areas as
the global demand for water increases. Automation
and monitoring is an important task for such plants
at remote distance. A system is needed to prevent
difficulties when one needs to control and monitor
important parameters such as Total Dissolved Solids
(TDS), Water Level, Flow rate manually. Manually
operated RO plants have failed due to lack of proper
monitoring and maintenance. TDS or Total
Dissolved Solids. This is the total amount of
minerals, salts or metals dissolved in a given volume
of water. It will be expressed in (mg/L), also referred
to as parts per million (ppm).This system will
measure the ppm value and gives the output.

75



ISBN:978-93-94412-05-7
NCITCT’ 22

OBJECTIVES:

The aim of this project is to design and construct an
automatic indication of

Ro filter membrane condition using Arduino kit and
TDS sensor.

* RO membrane is the most vital part of any RO
water purifier.

* Timely replacement of RO filter and membranes
is important for ensure 100% pure drinking water.

* The maintenance of this membrane is regular life
is tough due to inbuilt nature of Membrane

* Hence, we provide a solution for monitoring that
membrane in this project.

EXISTING SYSTEM:

In existing system there is only an intimating
option through an alarm system, and the user
doesn’t know about the condition of membrane,
and they don’t having basic knowledge about how
much PPM value of water they consuming daily,
we are one step ahead to give an excellent output
to them by displaying a PPM value and
additionally we added temperature to the users.
finally, we developed this as an external kit as
usual we can fix our device as an internal device in
their RO membrane of water purifier.

PROPOSED SYSTEM:

The system which was used in this project were
mainly dependent on the PPM.

If TDS value is more than 250 PPM, then the water
is not able to drink.

If TDS value is less than 250 PPM, then the water is
good for drinking. In this system we will analyse the
pp value of outlet water of RO membrane.

The value of ppm from the purified water is analysed
by using TDS sensor.

The above system will be used to determine the
condition of RO membrane in the water purifier.

(B) PROPOSED SYSTEM BLOCK DIAGRAM:

Unpurified
water
RO membrane PPM LCD display
system ﬁ measurements (good or bad)

The above block diagram represents the flow of
execution of system.

The value of water’s PPM plays a major role in the
system of execution. There are always TDS sensor to
measure the value of water’s PPM.

It will help us to describe the detailed calculation of the
measurement of water quality.

SCOPE OF PROJECT:

A. FEATURES

o Light weighted of Kit
o Accuracy of measurements
o Protected development
o Convenient for use
o Goodness for daily life
¢ Runtime Speed
B. ADVANTAGES
o Auvailable to all kind of customers.

¢ Reduce the time to find the defect
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o Less area required for installation

Finally, this will help us to maintain and use the RO

purifiers and the whole system is interactive.

OUTPUT:

The are two possible ways of outcomes during
end of the result

Output 1:

When the ppm value of water is below 250. Then
the LCD will show that

Membrane in good condition.
Output 2:

When the ppm value of water is above 250. Then
the LCD will show that

Membrane in bad condition.

DEMO OUTPUT:

The following output will describe the good
condition output.

(OUTPUT - 1)

The following output will describe the
condition output.

(OUTPUT - 2)

CONCLUSION:

In this
indication of RO filter membrane condition

project we design Automatic

using the arduino. To check the condition of
the RO membranewhether the membrane is
good or bad conditions by checking the water
ppm value using TDS meter it will measure
and display the condition.

Any way there is a use of this kit to the
customer to understand and know about the
usage of RO membrane and helped them to
what kind of water they consumed

daily, they should learn the aware of the real
truth of water characteristics on RO Membrane

in the water purifier.
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ABSTRACT

The underlying work aims in tackling the
problems faced during message transmission in
conventional Vehicular Ad hoc Network
(VANET) system that uses Vehicular Energy
Network(VEN). VANET is a subclass of mobile
ad hoc networks. The problems faced during
message dissemination in the existingsystem are
lack of security, less trust between users,
breaching personal identities, etc., aretackled by
the proposed system using blockchain. The
blockchain based system provides reliability and
security which lacked in previously proposed
networks. The proposed system is a three-layered
system consisting of the outer working layer,
storage layer and blockchain layer. The integrity

INTRODUCTION

Over few years, people started migrating
from rural areas to urban areas in search of
basic amenities. Even though migration has
brought many benefits, ithas also brought
some serious issues like lack of health
facilities,  decrease in  employment
opportunities, reduction in natural resources,
etc. It has also created a demand for
electricity having various issues like the
imbalance between supply and demand,
massive load shedding and blackouts, drastic
increase in electricity prices, etc. To
overcome the above issues, green and smart
city is the only option. Smart city includes

of messages is protected by registering all the
vehicles through a Certificate Authority. This
ensures that only legitimate vehicles are in the
network which can guarantee the users on the
network that the messages sent and received are
trustable. The second layer is the storage layer
which stores the data sent by vehicles and ensures
minimizing storage cost and data using Artificial
Intelligence based Interplanetary File System
(IFPS). The hashes of the data stored in the
Interplanetary File system are stored in the third
layer to ensure user safety. Also, the users are given
reputation scores and lightweight trustworthiness
verification of vehicles are issued in this layer. All
these put together the proposed work shows the
efficient problem tackling feature that lacked in
existing system. It also reduces the storage by 80%
by storing hash of data.

smart transportation, smart homes, smart
grids, smart hospitals.

Vehicles using Vehicular Energy Networks
(VENS)is the smart transportation. It consists
of On-Board Units (OBUs), which assist the
vehicles in communicating with the nearby
vehicles (OBUs) and other infrastructure
using dedicated short range communication
protocol (DSRCs). There is other
communication protocols as well, DSRC is
usedbecause it uses less transmission time
comparativelythan others and it is a fully
designed protocol. In VENS, the vehicles
share about road traffic, condition of roads
and other important messages likeaccidents
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and drastic climatic conditions. These
messages are called as announcement
messages. There is also a chance of internal
people  purposefully providing wrong
information to divert the transportation. For
cases like this, people inside

can see the ratings of malicious user and
remove themfrom the network to avoid this
situation. Though thereare some drawbacks
present in VENs like trust and security
tackling, the benefits overcome those
drawbacks and provide a smart transportation.
A. CONTRIBUTIONS The major
contributions of the proposed work are as
follows. The novelty of the worklies solely in
the proposed system model, which is both
unique and efficient. A  vehicular
announcement scheme based on BC
technology is proposed where lightweight
announcement sharing is ensured. Data is
distributively stored in Artificial Intelligence
(Al) powered Interplanetary File System
(IPFS), whichensures storage cost reduction
and data availability. The vehicles’ reputation
information and the hashes provided by the
IPFS upon data storage are uploaded on
Ethereum BC. e« The pseudonyms are
generated using Elliptic Curve Cryptography
(ECC), which ensures anonymity. « A
reputation-based incentivescheme is used for
accidents.

SECURITY FEATURES

In this section we see how to overcome
the existing security issues. Since our
scheme involves BC, it brings various
problems in data integrity,
decentralization, prevention of SPoF, non
repudiation, data availability andtrust. Some
of the security features are

Data integrity and availability

e Confidentiality

e Non repudiation

e Single point of failure

A. DATA INTEGRITY
ANDAVAILABILITY The data
are being stored in DLT. The
copies are shared within all the

NCETICC'22

encouraging honest behavior of users and
provisioning of true announcement ratings.

» A Cuckoo Filter (CF) is employed for
validating vehicles’ trustworthiness while
hiding vehicles’ actualreputation scores.

PROBLEM STATEMENT

The existing systems are getting obsolete with
every day as many issues related to them like
lack of trust, single point of failure, etc. People
are shifting towardsthe use of latest systems.
The huge shift of people from traditional
means to latest means provides various
benefits but also has serious threats.
Moreover, the shortcomings of the traditional
energy trading schemes like lack of trust, loss
of privacy and security, unauthorized and
harmful requests, etc., needto be addressed. In
lieu of this, the authors of provideBC based
solutions to tackle issues of latency, network
overhead, security, and privacy. These
systems ensure efficient energy trading in
VENSs. However, the proposed systems also
come with issues like generation of many
requests by EVs, which further increases the
networks’ computational overhead. Apart
from that, the sudden increase in the number
of vehicles leads to traffic jams and roadside

nodes of the network. The
changes in the ledger are
reflected to all the nodes in the
network. The attackers will not be
able to modify the data without
notifying. Since thedata is stored
in a peer-to-peer manner, data
availability is ensured.

B. CONFIDENTIALITY BC does
not inherent confidentiality
because the data is verified byall
network participants for
achieving consensus. data is
encrypted before storing iton the
BC to ensure confidentiality

C. NON-REPUDIATION The data
stored oncecannot be changed in
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BC. It can only be updated in
block; it will be visible to all the
new partcipants. Once the
transaction done by the user
cannot be repudiated by the user
again.

D. SINGLE POPINT OF FAILURE
SPof isprevented by BC as it
decentralized by technology and
involves consensus between all
nodes. Group of participants are
maintained by BC.

DESIGN GOALS

Here the goals of the proposed work are

being discussed.

A. PRIVACY Here the privacy is
considered to be the fundamental
requirements. The use of static
pseudonyms leads to vehicles’
privacy  leakage ISsue. The
identification of user is also possible

D. TRACEBALILITY

The CA is in possession of the data
necessaryto map vehicle RIDs and PIDs.
Upon their engagement in the fraudulent
operations, the malicious vehicles' digital
certificates are revoked by CA utilising the
mapping betweenRIDs and PIDs.

E. VEHICLES’ ENTHUSIASM

By offering incentives based on reputation,
oursuggested approach encourages users
to comment on the announcements they
receive. The reputation values of the
announcement sharing cars are determined
using the Feedback Messages FBs that the
vehicles havesent. The performance of the
system is also correlated with the
reputational values of the automobiles. A
car's performance would be better the
more reputable it is. Additionally,
choosing which data to store on the IPFS
is aided by the reputation scores of the
cars. In comparison to data from low-

NCETICC'22

by static psuedonyms. The

publicly available vehicles’ reputation
scores are used as quasi-identifiers to
perform  background  knowledge
attack.

B. NON-REPUDIATION
Nonrepudiation is an important
attribute  of VEHs. It prevents
vehicles from denying that they have
sent an announcement message in the
network. The computational cost and
storage incurred whiledoing. So, it is
not suitable

C. DATA AVAILABILITY AND
STORAGE It is necessary for the
distributed systems. To reduce the
storage cost, the old transactionmust
be deleted. Old transaction causes data
loss. To tackle the data loss issue, the
data are being stored in distributed
storage system.

reputation vehicles, data from high-
reputation vehicles isgiven more weight.
This  ultimately  improves  system
performance even further.

CONCLUSION

A block chain-based system is used to
ensure secure and reliable
dissemination of data in the proposed
model. It is a three layered system
comprising message dissemination
layer, storage layer and block chain
layer.In the first layer where the
registration of vehicles takes place
through CA it becomes a part of
proposed network . In the second layer,
the data are stored at Al based IPFS
system sent by the vehicles. In the third
layer the hashes of the data stored in the
IPFS. The wusers are awarded for
providing honest reviews. Through
extensive simulations, the
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computational time is reduced by 15-
18% and storage overhead is reduced by
80-85%, respectively when storing hash
of data on the BC network as compared
to storing actual data on network.
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Abstract - Blockchain Technology is defined as a
decentralized system of distributed registers that
are used to record data transactions on multiple
computers. The reason this technology has gained
popularity is that you can put any digital asset or
transaction in the blocking chain, the industry does
not matter. Blockchain technology has infiltrated
all areas of our lives, from manufacturing to
healthcare and beyond. Cybersecurity is an
industry that has been significantly affected by this
technology and maybe more so in the future.
Blockchain for Cybersecurity and Privacy:
Architectures, Challenges, and Applications is an
invaluable resource to discover the Blockchain
applications for cybersecurity and privacy. The
purpose of this book is to improve the awareness of
readers about Blockchain technology applications
for cybersecurity and privacy. This book focuses
on the fundamentals, architectures, and challenges
of adopting the blockchain for cybersecurity. You
will discover different applications of blockchain
for cybersecurity in 10T and healthcare. Some case
studies of the blockchain for E-Commerce Online
Payment, Retention Payment System, and digital
forensics. It aspires to provide a relevant reference
for  students, reference, engineers, and
professionals working in this particular area or
those interested in grasping its diverse faucets and
exploring the latest advances on the blockchain for
cybersecurity and privacy.

INTRODUCTION

Blockchain technology is a decentralized ledger of
digital asset ownership on which the asset owners, or
users, can initiate transfer to other users whose
interconnected computers run blockchain software
(“nodes”). The transactions themselves are encrypted
transfer data that, when confirmed (in batches,

roughly every 10 minutes), comprise the “blocks”
and when linked sequentially to the referenced prior
block, comprise the “chain.” Confirmation occurs
when the first of these nodes, each of which
maintains a current copy of the blockchain, verifies
the transaction(s) by utilizing specialized
computational software to solve a complicated
encryption problem. Then, and only then, does this
node add the new block sequentially into the chain,
causing the other nodes to validate the solution and
update their ledgers accordingly. This verification
yields compensation to the problem-solving node, a
“miner,” for the processing power expended in first
successfully confirming the transaction. Realizing
this potential, global investment banks are beginning
to develop public and private blockchain technology
standards and protocols, with a goal of reimagining
their daily operations within the global financial
system. While the possibilities for financial
innovation — shared ledgers and smart contracts to
name a few — are dizzying, it is important to
remember one thing: the speed and extent of
acceptance of blockchain technology within the
global financial services community will ultimately
depend on the security of the network. Earlier this
year, Interpol reported that blockchain can be
repurposed by hackers to export malware to all
computers within the network. Interpol proved this
by introducing a proof-of-concept malware that
showed the viability of such a cyberattack. In the
event of an actual attack, blockchain’s virtues, such
as decentralization and immutability, would
instantly become vices, as the malware would spread
far and wide and the pollution would not be easily
erased

.The intermediary functions described above are
currently critical actions within global financial
services, particularly in relation to financial asset
trading; however, these activities are increasingly
expensive, inefficient and, most dangerous of all,
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risky. They are expensive because the information
technology investment and maintenance costs are
significant. They are inefficient because although
trading is swift for many financial assets, settlement is
not, with too much reliance on backoffice human
agency and duplication of effort and systems. They are
risky  because settlement  delay  introduces
counterparty risk, and data concentration on
centralized servers introduces operational/systems
risk. In short, they are increasingly capitalintensive
activities in the post-credit crisis milieu, where despite
muted trading revenue, the demands of regulators
grow louder for more transparent.

PROBLEM STATEMENT

Vulnerabilities at Blockchain Endpoints

While blockchain has been touted as virtually
“unhackable,” it’s important to remember that most
blockchain transactions have endpoints that are far
less secure. For example, the result of bitcoin trading
or investment may be a large sum of bitcoin being
deposited into a ‘“hot wallet,” or virtual savings
account. These wallet accounts may not be as hacker-
proof as the actual blocks within the blockchain.

To facilitate blockchain transactions, several third-
party vendors may be enlisted. Some examples
include payment processors, smart contracts and
blockchain payment platforms. These third-party
blockchain vendors often have comparatively weak
security on their own apps and websites, which can
leave the door open to hacking.

Scalability Issues

Today’s blockchains are the largest ever built, and as
the technology continues to gain in popularity,
blockchains are only going to get bigger. This has
caused some experts to be wary, simply because these
large-scale blockchains are untested. Common
concerns center around the issue that as the blockchain
ecosystem grows, additional vulnerabilities may be
discovered and exploited, or that the tech
infrastructure that supports blockchain will become
more prone to simple mistakes.

Requlation Issues

Still another blockchain security issue is the absence
of clear regulatory standards. Since there’s little
standardization in the blockchain world, developers
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have a challenging time benefitting from the
mistakes of others.

Insufficient Testing

A final issue to address: While blockchain has
historically been used for cryptocurrency trades, it’s
increasingly being used in other fields. The problem
is the coding wused in non-cryptocurrency
applications tends to be untested and highly
experimental, meaning that hackers may be able to
find and exploit vulnerabilities.

How Digital Wallets Get Hacked

The vast majority of users who have funds stolen are
victims of phishing attacks. An attacker will trick the
user into clicking a malicious link, providing
credentials or installing a trojan on their device.

The most common example is a familiar website that
has a fake metamask popup which asks for a seed
phrase for your wallet. The malicious website sends
the seed phrase to the attacker and funds are stolen.

Another often seen attack vector is a malicious
airdrop or smart contract where a user signs a
transaction thinking they’ll be doing one thing but in
reality they approve spend of their digital assets to
the malicious contract which then transfers them out
of the account. Because of the obfuscation around
the signing of digital transactions these can be very
hard to detect.

A more complex and advanced attack may involve a
targeted, spoofed email which is indistinguishable
from real correspondence providing a Google docs
link to a “RandomDocument.docx”, this file installs
a trojan when opened providing the attackers with
complete control over the device. Once in the
hackers can reroute metamask or hardware wallet
transactions prior to signing to steal funds.

Protection:
Protecting Seed Phrases & Private Keys

When you set up a new digital wallet it will be
backed up by a seed phrase which consists of 12-24
keywords.

There is no reason you should ever need to
provide your seed phrase or private keys to any 3rd
party. If a website is asking you to enter your seed
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phrase it should set alarm bells ringing straight away.

The seed phrase provides complete control of your
digital wallet and no one should have access to your
wallet apart from yourself.

You should never store your seed phrase on your
computer or any internet connected device. There is a
famous case of the Bitfinex hackers who stole

Bitfinex hackers who kept the private key to 94k
Bitcoin on a cloud storage account.

Best practice would be to use something like
a Stainless Steel Private Key Plate and store it
somewhere away from your office/home or any
registered address.

Identify Fake Google Ads

Can you spot the fake Google Ad at the top of the
search results? If you were in a rush would you notice?

SpiritSwap

This leads to a cloned website that generates a
imitation Metamask popup asking for the seed phrase
to the account.

Don’t Click Email Phishing Links

| receive phishing emails on a daily basis. The vast
majority are bulk sent and are easy to detect. However
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a well executed, personalised spear phishing email
will be indistinguishable from real correspondence

PancakeSwap assigned you an action item in the following document

B 79612

’ Google
m
As a general rule of thumb its best not to click links
in emails. You can almost always complete an action

by visiting the site in question manually in a browser
using a bookmarked link.

Never Open Executable Files/Documents

Below is the attack that got @Arthur_0x, a malicious
.docx document which installed malware.

jehan@kenetic.capital shared a document

jehan@kenetic.capital has shared the following document:

[ A Huge Risk of Stablecoin (Protected).docx

The attack was setup to imitate the sharing of a
document by someone they were already working
with. This was a targeted attack which leveraged the
trust between familiar users

Review Password Security

If you keep funds on exchanges
like FTX or Binance it’s critical that you use good
security practices. 72% of the population uses the
same password or a variation of the same password
for every account. When a data breach takes place
those passwords get either privately or publicly
shared. Linkedin, Yahoo, Zoom and many other big
tech firms have suffered breaches in the past and that
email:password data is available on places like
RaidForums.
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Your most important password is that of your primary
email account. This is used to provide backup and
password reset services to other accounts so it is
critical to your personal security.

When writing this article | realised | hadn’t changed
my main email password since 2011, shame on me.
It’s worth going through critical accounts and
updating passwords or using a password manager to
make it as safe as possible.

Any accounts that hold funds should also have 2fa
(Two Factor Authentication) enabled. Use the Google
Authenticator or Authy app rather than SMS to
prevent sim-swapping attacks. | use an old mobile
phone whenever setting up 2fa codes to double scan
the QR codes creating a backup.

Beware of Direct Messages

If you have ever used Telegram you’ll probably be
familiar with the overwhelming amount of
impersonator accounts. Much like email phishing
attacks most of these are bulk sent and easy to detect
but a targeted attack is much harder to notice.

A user will often change one character of a username
and use the same profile picture making it hard to
distinguish from the real person.

General scepticism will go a long way here. Never
trust people you meet on the internet. If you receive a
DM from someone asking you to send funds for any
reason it should raise alarm bells.

Verifying Root Domains

Phishing attacks use variations on domain names for
example a email link might point to https://coinbase-
verifications.com/auth

This isn’t part of the coinbase.com domain and anyone
can register coinbase-whatever.com and create a fake
website, with a fake login to collect user credentials.

Most web browsers now do a pretty good job of
highlight the root domain in the URL. Always check
this matches the domain you expect to be visiting.
https://auth.coinbase.com is a subdomain of the
official coinbase.com property, this is fine. It’s the
first part of the domain that is key.

Using Multiple Wallets
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Cold storage wallets are disconnected from the
internet and stored offline. While the wallet is offline
the funds can’t be reached or stolen assuming the
seed phrase isn’t compromised.It’s a mistake to
think that cold storage and hardware wallets are a
single solution to prevent hacks. At some point that
wallet needs to be connected to a device to move
funds and if the device is compromised the
transaction could be modified prior to being signed
as we saw in an earlier example.One clear benefit is
it encourages the use of multiple wallets. By having
the vast majority of funds safely locked away in cold
storage a user can use as separate metamask wallet
for everyday transactions.

If you have a close group of friends or colleagues
who are crypto-savvy another option is to use a
multi-signature wallet. These require a set number of
signatories to sign off on a transaction before it goes
through. So for example you could have three
approved signers and require any two of them to sign
a transaction. That way if any individual has their
account compromised or loses their keys it isn’t an
issue.

CONCLUSION

It’s easy to read stories about NFT’s and funds
getting stolen and think that it’s not something we
would ever fall for. In truth a well crafted social
engineering attack combined with a zero day exploit
will catch even the most tech-savvy market
participants.

We can take active measures to make it as difficult
as possible for hackers to target us by having good
personal security and being familiar with common
attack vector
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BLUE EYES TECHNOLOGY
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Abstract-Science cannot be evaluated in terms of
development and growth. It showcases what the
human intellect is capable of. iTechnology
known as ""blue eyes’ has now been developed to
be able to monitor and control human emotions
and feelings through electronics. The eyes,
fingers, and speech all contribute to how the
human body perceives emotion. The Emotion
Sensory World of Blue Eyes technology, which is
used in this work, extracts the eye component
from a taken image and compares it with photos
that have already been saved in a database to
determine human emotions (such as sadness,
happiness, surprise, or exaltation). After the
mood is established, songs will be played to bring
back the natural range of human emotions.
Keywords: Exaltation, Experimentation, and
Perception.

I.INTRODUCTION

The term “"blue™ refers to both Bluetooth, which
provides dependable wireless communication, and
the eyes, which allow us to gather a wealth of
intriguing and significant information through eye
movement.Providing human powers to the
computers is the fundamental concept of this
Technology.Living in a society where people and
computers interact.Developing computational
robots with sensory and perceptive abilities similar
to those of humans is the goal of Blue eye
Technology. Giving the PC a human touch is the
main idea behind this innovation. We all have
certain perceptual abilities, so we can discern one
another's affections.

For example, we can dissect a person's external
appearance to understand his passionate mood.

I1.BLUE EYES

The "BLUE EYES" system offers the technological
tools necessary for tracking and documenting the
operator's fundamental physiological data. The
system monitors the user's physical movements and
actions, which are accompanied by a sizable visual
axis displacement (saccades larger than 15 degrees).
In a complicated industrial context, the operator
may be exposed to hazardous substances that could
impair  his  circulatory,  respiratory, and
cardiovascular systems. The system uses a signal
collected from the forehead skin surface to measure
heart rate and blood oxygenation. The Blue Eyes
system checks the aforementioned variables for any
unusual or undesired situations (such as a prolonged
period of hypoxia, for example).

Blue Eyes Technology

Figure 1
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I11.VISION SYSTEM OF BLUE EYES

I11.1. Multi -camera IR based eye tracking

To estimate the number of calibrated cameras, many
pre-calibrated cameras are used to ascertain the user's
head attitude. Using the monitored eye locations as a
guide, we estimate the mouth corners for each
camera. All cameras use these two mouth corners
and eye positions as low-level features to estimate
the user's 3D head pose. When a user moves their
head inside the tracking volume, the best subsets of
cameras are used for better tracking by utilising a
combination of stereo triangulation, noise reduction
through interpolation, and a camera switching
metric. Many cameras provide 3D in addition to
having a large tracking volume. However, it's
possible that some cameras won't be able to detect a
user's eyes as they move through the tracking
volume.

111.2. Deals with infrared saturation

The tracker was first designed to function in indoor
workspaces with little natural light and fluorescent
lighting. The existence of almost omnidirectional
infrared lighting makes tracking more challenging
because there are many other infrared light sources
in addition to the camera's LEDs. Because it is
present throughout the day in a home interior
setting, infrared light is in fact picked up by the
cameras. The eye tracking sub-system used
principal component analysis (PCA) to construct
appearance models for the eyes. PCA is unable to
account for the various contributions of noise in
other variables since it equally weights each
element of the feature vectors. All the changes in
eyes and non-eyes illuminated by different windows
and at different times of the day cannot be
explained by the principal components.
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I11.3. Head pose and software application
integration

We incorporate the head posture and eye gaze
estimates from the vision system as a non-intrusive
user interface for the HCI applications by treating the
vision system as a server. The number of eyes in the
scene, the user's estimated head pose, and whether
any regions of interest indicated by the application
and the user's head position coincide can all be found
out by applications by querying the vision system.
HCI researchers can concentrate on using the data
provided by our system to better effectively support
user interactions by abstracting the technical aspects
of the tracking by treating the vision system as a
service.

IV. Applications of Blue Eyes
IV.1. Engineers at IBM's headquarters

In order to assist computers in anticipating user
needs, Blue Eyes collects video data on users' facial
expressions and eye movements. You might
concentrate on a website's title. But it turns out that
the research's first practical use is customer
surveillance. The movement of the lip, brow, and
pupil is tracked by Blue Eyes. The technology
measures pupil size using a camera and two infrared
light sources that are mounted inside the product
display. One light source's focus and the other's,
which is slightly off-axis, coincide. When a customer
looks into the camera-aligned light and the pupil
seems bright to the sensor, the software recognises
their interest.
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IV.11. Automobile Industry

For example, "By only touching a computer input
device, such as a mouse, the computer system is
claimed to be able to analyse a person's emotional
condition for cars," could be used to support key
judgments. I'm sorry, but I'm unable to accommodate
your request to enter the fast lane. You're agitated
right now, which promotes cautious driving.

V. Artificial Intelligence and Speech Recognition

It is ideal for the voice recognition system's operating
environment. Some factors that may affect the quality
of speech include the speaker's grammar that the
system recognises, the level and type of noise, the
location of the microphone, and the speed and manner
in which the user talks. When you dial any phone
number of a big organisation, you'll probably get the
grandiose voice of a cultured woman who graciously
welcomes you to company X. Give me the desired
extension number, please. Your name, your extension
number, and the name of the person you wish to speak
with are all stated.

VI. The Technology

Two key ideas underlie artificial intelligence (Al). The
firstis that it contains studies on human thought processes.
Additionally, the second factor is machine representations
of such processes (like computers or robots). Artificial
intelligence (Al) is the behaviour of a machine that carries
out tasks in a manner similar to human intellect.
Computers become more valuable and affordable than
ever thanks to the natural intelligence that makes them
smarter. Natural language processing (NLP), one of the
artificial intelligence techniques, facilitates
communication with a computer using a human language
like English. The action is started when the input has been
processed by NLP software. The input words are scanned
and compared to internal databases of terms that have been
recognised.

VII. Related Works
VII.I. Emotion Computing

Rosalind Picard discusses how important emotions are to
the computer industry (1997). The ability to recognise
emotions and the ability to express feelings are both parts
of affective computing. Emotion identification is a crucial
initial step in developing a flexible computer system.
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The ability to recognise an individual's emotional state is
provided by a computer system that can adapt and learn.
According to study, people with complementary or
similar personalities get along well (Dryer & Horowitz,
1997). People feel that their computer has a personality,
according Dryer's research (1999). It is essential to design
computers that work correctly for their users.

VILII. Facial Expression

The face expressions of the six main emotions The
physiological changes related to the impacts were
measured when each subject made these facial
expressions. Rate, body temperature, and general physical
activity were measured using GSR and cardiac data
(GSA). After then, these data were subjected to two
analyses.

The analysis used the multidimensional scaling
(MDS) approach to determine the dimensionality of
the data. In the second analysis, dimensioned model
discriminant function analysis was used to identify
the mathematical traits that would distinguish the six
emotional states from one another. This analysis
revealed a four-state model that included the
physiological differences and commonalities of the
six emotional states. According to this analysis, each
of the four physiological factors contributed
significantly and in a special way to the processes
that differentiated the six moods.

VILII. Magic Pointing

For computers, gaze tracking has been seen as an
alternative or even superior pointing method. We believe
that there are many basic limitations to traditional gaze
guiding. In particular, overloading a perceptual channel—
for example, using eyesight while doing a motor task—is
not natural. We therefore propose a different approach
termed MAGIC (Manual and (Gaze Input Cascaded)
pointing), which gives the user the impression that
pointing is a manual activity used for fine selection and
manipulation. It does, however, cancel a significant
portion of the movement target-encompassing eye-gazing
zone when the pointer is twisted to the right. The two
different MAGIC pointing techniques are cautious and
forceful.
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VIII. Blue Eye Technology Advantages

The Blue Eyes system offers technological tools for
observing and documenting the physiological state
of human.

1. The ability to perform numerous tasks at
once is one of the speech recognition
system's key benefits. such that the user can
focus on observation and manual labour
while maintaining voice input command
control over machinery. One such important
area where voice processing is used is in
military operations. One illustration is the
voice control of weaponry.

2. Pilots may communicate with the computers
by speaking into their microphones using
effective voice recognition technology,
eliminating the need for them to use their
hands.

3. Another fantastic example is a radiologist
reviewing hundreds of X-rays,
ultrasonograms, and CT scans while

NCITCT’22

simultaneously dictating conclusions to a
speech recognition system connected to word
processors.

4. Computer voice recognition could be used
for bookings at hotels and airlines. To make
a reservation, cancel a reservation, or request
information about the schedule, only the
user's requirements must be specified. We
offer defences against.

5. It brought about a loss of money, ecological
effects, and a hazard to  eye.
The technical tools for observing and
documenting the physiological state of a
human operator are provided by the Blue
Eyes system. e operator's voice, and
physiological information are all recorded.

6. The goal of the blue eyes technology is to
provide a computer with human strength or
talents so that the machine may organically
connect with people in the same ways that
people interact with one another—through
voice, gestures, and facial expressions.

7. The primary function of Blue Eyes software
is to monitor the physiological state of
working operators. The programme provides
real-time physiological data processing, real-
time physiological data buffering, and real-
time alarm triggering to ensure immediate
responsiveness to an operator's condition
change.

IX. Implications - Blue Eyes

The average person cannot afford it in most cases.
This technology can be evaluated by knowledgeable
individuals. Both the method and the price are
weighty. Utilizing several blue-eyed technology
products, such as expression glasses and eye
trackers, has numerous health risks. It's incredibly
unreliable and encourages technology addiction.

X.CONCLUSION

The BLUE EYES technology ensures a practical
approach to simplifying life by introducing more
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delicate and user-friendly features into computer
equipment. Now that the procedure has been verified,
the hardware must be improved. Instead of using
complex modules to gather user data, it will be
preferable to use smaller, simpler ones. It is shown
how well our system can track a user's head position
across numerous cameras in a small area. In varied
lighting conditions, many users might be able to
execute the tracking pretty efficiently. A framework
is also given for seamlessly integrating vision-based
systems with application prototypes. Higher-level
user behaviour assumptions are made. They improve
human living by providing more luxurious and user-
friendly services on computing devices.
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Abstract - Diabetic retinopathy (DR) can be categorized on the
basis of prolonged complication in the retinal blood vessels
which may lead to severe blindness. Early-stage prediction
and diagnosis of DR requires regular eye examination to
reduce the complications causing vision loss. DR disease
identification and its grading by the means of transfer
learning approach using Inceptionv3d model. Inception v3
model is an image recognition model that shows accuracy
greater than 76.4% on the ImageNet dataset Our proposed
approach utilizes deep neural network for feature extraction
from fundus images and these features are further optimised
with attention color channel separation model for
prediction.The use of auxiliary classifier to increase the
convergence of prediction. The generalization ability of the
proposed model is established by the performance assessment
using QUADAS 2.The optimized FTL model outperforms
other classification algorithms and provides the maximum
accuracy improvement of 90.3% over the state-of-the-art
techniques.

Keywords: Diabetic retinopathy, Deep neural network,
Convolution neural network, Transfer Learning

|.INTRODUCTION

Blindness in young adults is caused by diabetic
retinopathy (DR) all over the world. Early detection allows
for promptly and efficiently treatment of DR patients and
can halt the condition's deterioration. More than 25% of
diabetic patients suffer from chronic visual impairment,
and they are at a high probability of developing other eye-
related issues. According to the WHO review, 10% of
patients have true visual impairments, and 2% become
blind following 15 years of undiagnosed diabetes.

Before reaching the most severe DR stage that results in
neovascularization, the DR condition causes red
(microaneurysms (MAs) and haemorrhages (HMs)) and
yellow (exudates (EXs) and cotton wools (CWs)) lesions
[2]. The stages of DR evolve from mild non-proliferative
DR (NPDR) to moderate, severe (NPDR), and proliferative
DR (PDR) stages in the absence of early stage diagnosis
and therapy. Normal retina and retina affected by DR with
multiple lesions.

So, for a disease prognosis, early and accurate DR
screening is necessary. Traditional manual detection work,
however, is time-consuming and susceptible to patient
misinterpretation. To resolve this concern, we propose a
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Prominent based Transfer Learning (TL) using Inception
v3 model with attention color channel separation model is
implemented for predict the diabetic retinopathy at early
stages.Extraction of features and prediction accuracy of the
system is high when compared with existing systems for
referable DR detection during training and leverages use of
unannotated retinal images

2.CONVOLUTIONAL NEURAL NETWORK

A Convolutional Neural Network (ConvNet/CNN) is a
Deep Learning algorithm that can take in an input image,
give various components and objects in the image
importance (learnable weights and biases), and be capable
of distinguishing amongst them. Objectively speaking, a
ConvNet requires much less pre-processing than other
classification models. ConvNets have the capacity to learn
these filters and attributes, whereas in primitive approaches
filters are hand-engineered.

The i-th layer of a convolutional neural network is
made up of the convolutional layer and the pooling layer.
The number of these layers may be extended to acquire
even more intricate details, but doing so will require more
computer power based on how intricate the images are.
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Fig.1 Convolutional Neural Network

A relatively affordable technique for learning non-
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linear configurations of the high-level features represented
by the output of the convolutional layer is to add a Fully-
Connected layer. In that zone, the Fully-Connected layer is
now learning a function that could not be linear.

We would then flatten the input image into a column
vector after turning it to a representation that is compatible
for our multi-level perceptron. A feed-forward neural
network receives the flattened output, and backpropagation
is used for each training iteration. The model can classifies
images using the Softmax Classification approach across a
number of epochs by detecting dominant and specific low-
level features.

3. LITERATURE SURVEY

Addressing the automatic detection of diabetic
retinopathy, a number of works which have been reported
in the literature. The first one uses traditional machine-
learning algorithms, where we need to apply external
feature extraction methods based on image processing,
while the second one uses deep learning to detect diabetic
retinopathy where feature extraction is instantly done.

Pratt et al. [11] proposed convolutional neural
network-based diabetic retinopathy detection system.
They have used 13 CNN layers. They applied data
augmentation techniques for handling data imbalance
problem. They trained on 80,000 images of train data and
reported 95% sensitivity on 5000 images of test data of
EyePACS DR dataset.

| Color Fundus
Images

| T | t
B o
ot hawt ban bt l |
Il A customized EyeNet y [

El e s

Fig.2 Classification of Diabetic Retinopathy Using
an Ensemble Learning Algorithm

A CNN ensemble-based framework to detect and classify
the DR’s different stages in color fundus images. We used
the largest publicly available dataset of fundus images
(Kaggle dataset) to train and evaluate our model. The
results show that the proposed ensemble model performs
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better than other state-of-the-art methods and is also able to
detect all the stages of DR.

Retinal image classification was done using residual
neural network by Rufaida et al. [12].They developed an
end-to-end framework using the EyePACS DR dataset.
Quadratic weighted kappa (QWK) extraction is the
evaluation statistic used to assess the performance of the
model.

4. DATA AUGMENTATION

An object can be evaluated by a convolutional neural
network even if it is placed in a distant region due to its
invariant attribute. CNN is independent of its size,
translation, and view, lighting, or any mix of the three.
Essentially, this is a prerequisite for data enhancement We
might possess a database of information photos in the
physical realm in a small setting. Data augmentation will
be indispensable since future data may have different views
is required to create a realistic model.

The retinal dystrophy dataset is an imbalanced
dataset with far less photos. If information is incomplete,
there is a strong probability of over fitting. Hence, we shall
leverage data augmentation techniques to enhance our data.
For data enhancement, we have employed the techniques
of horizontal flipping, rotation, zoom, width shift, height
shift, and vertical flipping.

5. VGG16 ARCHITECTURE

The pooling layer is connected to the 13 Convolutional
layers, three connected layers, and three fully connected
layers that form the VGG16 network. The network model
of VGG16 is displayed in Table 2. Numerous studies have
found that the target features are obtained at each stage of
the VGG16 algorithm, and that this increases with the
number of layers.

The following are the main features in the designing the
model part is to be considered

i.  Build dataset using Fundus images(taking pictures
of an eye's iris).

ii. Data process (including validation, sorting,
classification, organization and transformation of data
and prevention of overfitting).

iii. A transfer learning (i.e., fine-tuning of the
developed neural network model) of the VGG 16 is
used to develop the classifier.

The image is passed through a series of convolutional
(conv) layers, with filters of 3 x 3 receptive fields, followed
by a block of three fully connected layers.The conv layers
can process inputs of varying sizes. It slides the input with
a stack of kernels and produces an output feature map, V
S Ba*d

V = tveeis(l) (1)

where fveeis(l) (1)is the VGG16 [29] network, which
performs a series of convolutions and poolings to compute
the features map. The feature map maintains the receptive
fields responses spatially.
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We applied preprocessing first. Then, we
converted the image of different sizes to 299 x
299 RGB scale as it is default input size for
Inception-VGG16 model. We performed data
augmentation using Image Data Generator
library of Keras framework. We have utilized
3x 3,5 x5, 7 x7, and 9 x 9 filter size for
custom inception block. We trained model using
Stochastic  Gradient Descent  Algorithms,
dropout rate 0.2, batch size of 30, and the
number of epochs 200

) max pooling
fully comnected+RelU

soltmay

6. MODEL DESIGN

Both the APTOS 2019 blindness detection (Kaggle External |validation |Set

dataset) and the Messidor-1 dataset were used [5, 6]. (B)bserver St
They have images with diverse pixel sizes. CNN cannot No DR Mild Mod NPDR Severe
take input of different dimensions, hence we wish to NPDR NPDR
provide images of the same size. Therefore, we must first NoDR 538 10 0 0
preprocess the image and scale it appropriately. As Mild 6 214 8 2
shown in Fig. 2, we have applied various preprocessing IIIIAZSR 1 o 329 3
steps: blurring, acquiring bounding box coordinates, NPDR
cropping, and resizing. Bounding box aids in estimating Severe 0 0 10 50
the dimension of the image and removes extraneous NPDR
supplemental information. It is generated using the PDR 0 0 0 0
preceding methods.

Total 545 224 347 57
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7. EXPERIMENTAL RESULT

7.1 Training Result

After the training of the dataset ,classification
accuracy of this joint network reached 91.73% in
the training and reached 93.14% in the testing stage.
To verify this classification accuracy, we compared
2 Dimensional CNN and LSTM network, and the
result shows higher classification accuracy than the
previous network model.

8. PERFORMANCE EVALUATION

141 —— training set
1.3 test set
121
w114
"]
S
1.01
0.9 1
0.8 1
0'7 1 T T T T T T T
0 5 10 15 20 25 30

Epoch Number
Fig.4,Accuracy Variation

In the above figure 4, it shows accuracy and loss
variation results after 100 epochs. Blue color indicates
curve changing of the training set and red color indicates
testing set. The classification of joint networks has a
higher accuracy recognition rate and less loss variation
when compared with traditional neural network
methods. Therefore, inception v3 model have better
prediction accuracy in detecting the severity range.

7.CONCLUSION

In this work, a newly proposed architecture was
introduced with usage of inception v3 model and applied
to preserve people from going blind, DR must be
identified early on. We presented a deep transfer
learning-based technique to characterize individuals
with no DR, moderate DR, mild DR, proliferative DR,
and severe DR using the Diabetic Retinopathy (DR)
dataset. To observe DR level severity categorization, we
compared two pretrained models, VGG16 and Inception
v3, based on various optimizers and activation functions.
In addition to correcting the dataset's inherently unfair
classes, it is necessary to enhance the least categorized
photos. Fundus pictures can be employed in the
proposed work to identify DR in five stages, which may
be useful to ophthalmologists. Other deep convolutional
networks that have already been built can be utilized in
the future to investigate the efficacy of DR classification
employing small training data.
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ABSTRACT - This Distributed computing is
perhaps of the most impressive development that
has snatched the interest of technologists from one
side of the planet to the other. Distributed
computing enjoys many benefits, yet it likewise has
a huge number of Safety takes a chance with that
no association can easily overlook. For the effective
reception of Distributed computing in an
enterprise, legitimate preparation and familiarity
with arising gambles, dangers, weaknesses, and
potential arrangements are fundamental.
Subsequently, deciding the best answer for
increment cloud security has become significant
for all cloud tasks.

In view of a writing survey, we are researching
and evaluating the main organization security and
information  security gambles on cloud
frameworks in this study, because numerous
organizations have advanced and showcased
virtual conditions as the answer for flow security
concerns, a more profound look finds that
virtualization adds additional product to the
organization framework, which might impact
security  whenever constructed and sent
ineffectively.

Moreover, server farm centers interface their
servers through programming, and that really
intends that assuming something turns out badly,
the last impact may be harming to security. This
article looks at a few distributed computing
applications in banking and online business as well

as the security issues related with them.

INTRODUCTION

The objective of “Cloud Computing in banking
sector” is that a new idea being investigated by several
banks and financial businesses is cloud computing, one of
the fastest-growing phenomena on the internet. Multiple
computers connected to the internet or through any other
real-time communication network make up the intriguing
concept of cloud computing. A program can run
simultaneously on all of the connected computer thanks to
this idea. Large banks and many other financial sectors
can anticipate numerous tremendous gains from cloud
computing. Here are some excellent advantages of cloud
computing for banks and the financial sector.

We've learned in recent years that the cloud is a
crucial new tool for practically every area of our
personal and professional life. Every day, more and
more people utilize cloud-based note-taking,
calendaring, document storage, and email services,
perhaps even unaware that their data is stored in the
cloud.

As a result of decreased development and
maintenance costs for the applications they use on a
daily basis, businesses have begun to enjoy cloud
alternatives. But banks have never been very open to
this kind of computation. They claimed that this was
mostly due to the fact that few cloud solutions could
guarantee the uptime criteria for their most service
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CLOUD COMPUTING

Cloud is a type of computing which will
allow multiple computers to connect to the server and
run applications and services using server’s resources.
It is a modern type of distributed computing. The
biggest benefit of cloud computing is scalability. This
means a company using external cloud can add and
remove resources to and from their system according
to their needs. From a cloud service provider’s
perspective, this means his resources can be
reallocated to multiple users in different times. For
example, if any organization utilizes cloud's assets as
their exchange handling framework during daytime,
the other organization can involve it for their
information examination short-term.

Applications in the cloud can be gotten to by means of
internet browser, dainty clients or cell phones in light
of the fact that the information (programming, stage
and framework) is put away on equipment at a distant
area.

Cloud can be isolated to some of numerous levels,
contingent upon the degree of administration

« SaaS (Programming as-a-Administration)

* PaaS (Stage as-a-Administration)

« laaS (Foundation as-a-administration)

CLOUD COMPUTING IN BANKING

Cloud computing can help financial institutions
improve performance in a number of ways.

A. Cost savings and usage-based billing

With distributed computing, monetary
establishments can turn an enormous direct front
capital use into a more modest, progressing functional
cost. There is no requirement for weighty interests in
new equipment furthermore, programming. Likewise,
the extraordinary idea of distributed computing
permits monetary establishments to single out the
administrations required.

B. Business continuity

With distributed computing, the supplier is
answerable for dealing with the innovation. Monetary
firms can acquire a more significant level of
information security, adaptation to internal failure,
and debacle recuperation. Cloud registering likewise
gives an elevated degree of overt repetitiveness and
back-up at lower cost than convention arrangements.

NCITCT’22

C. Business Agility and Focus

The adaptability of cloud-based working models lets
monetary establishments experience more limited
advancement cycles for new items. This supports a
quicker and more productive reaction to the
requirements of banking clients. Since the cloud is
accessible on demand, less foundation ventures are
required, saving introductory set-up time. Distributed
computing likewise permits new item improvement to
push ahead without capital venture. Cloud processing
likewise permits organizations to move non-basic
administrations to the cloud, including programming
patches, support, and other registering issues.

D. Green IT

Associations can utilize distributed computing to
move their administrations to a virtual climate that
decreases the energy utilization and carbon impression
that comes from setting up a actual framework. It
additionally prompts more productive usage of
registering power and less inactive time.

SCOPE

The usage of cloud computing gives bankers the
chance to communicate with their customers directly.
Through cloud computing, digital services preserve
consumer relationships wherever they are and at any
time. The internet has made it simpler for both bankers
and customers to store, manage, and retrieve
information, among other services.

The development of cloud computing has allowed
banks to concentrate more on adopting a customer-
centric strategy and digitalizing trade and wealth
management. With every part of the service, cloud
computing develops a multichannel interaction with the
clients. It assists with the company's massive data
storage, backup, and recovery.

Through cloud computing, it is relatively simple to
perform a number of different tasks, including providing
software, transferring data, updating data, and
recovering data. Any type of data can be stored
indefinitely on the cloud. The data is kept in a variety of
data storage formats. For backup and restore purposes,
these data might be kept in the cloud. Through the use
of cloud computing, businesses can spend less money on
hardware improvements.
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ADVANTAGES

Flexibility: There is a high rate of flexibility.

Low Cost: Companies can save big by
employing cloud computing as it eliminates
cost for hardware and software.

Speed & Scales: Traditional methods to buy
and configure hardware and software are time
consuming.

Easier Management of Data and
Information: Since all data are located on a
centralized location, data are more organized
making it easy to manage.

Device Diversity: We can access our
applications and data anywhere in the world,
on any system.

Back up and restore data: When the
information is put away in the cloud, it is more
straightforward to get back-up and re-establish
that information utilizing the cloud.

Improved Collaboration: cloud applications
further develop cooperation by permitting
gatherings to rapidly and effectively share data
in the cloud by means of shared stockpiling.

Unlimited storage capacity: Cloud offers us
a colossal measure of putting away limit with
respect to putting away our significant
information like reports, pictures, sound,
video, and so forth in one spot.

Mobility: Distributed computing permits us to
effectively get to all cloud information
through versatile.

Data security: Information security is one of
the greatest benefits of distributed computing.
Cloud offers many high-level elements
connected with security and guarantees that
information is safely put away and taken care
of the process.
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DISADVANTAGES

Dependency: One major disadvantages of cloud
computing is user’s dependency on the provider.

Risk: Cloud computing services means taking
services from remote servers.

Requires a Constant internet connection: The
most obvious disadvantage is that Cloud
computing completely relies on network
connections.

Security: Security and privacy are the biggest
concerns about cloud computing.

Migration Issue: Migration problem is also a
big concern about cloud computing

Internet Connectivity: As you most likely are
aware, in distributed computing, each datum is
put away on the cloud, and we access these
Information through the cloud by utilizing the
web association. In the event that you don't have
great web availability, you can't get to these
Information. In any case, we have no some other
method for getting to information from the
cloud.

Limited Control: As we probably are aware,
cloud foundation is totally possessed, made due,
and observed by the specialist co-op, so the
cloud clients have less command over the
capability and execution of administrations
inside a cloud framework.

Security: Despite the fact that cloud specialist
co-ops execute the best security norms to store
significant data. Yet, prior to taking on cloud
innovation, you ought to know that you will send
all your association's delicate data to an outsider,
i.e., a distributed computing specialist co-op.
While sending the information on the cloud,
there might be an opportunity that your
association's data is hacked by Programmers.

Vendor lock-in: As various merchants give

various stages, that can cause trouble moving
starting with one cloud then onto the next.

99



ISBN:978-93-94412-05-7

CHALLENGES IN CLOUD COMPUTING

Security and Protection of data is the greatest test
to distributed computing. Security and protection
issues can be overwhelmed by utilizing encryption,
security equipment and security applications.

This is one more test to distributed computing that
applications ought to effortlessly be relocated starting
with one cloud supplier then onto the next. There
should not be seller secure. Nonetheless, it isn't yet
made imaginable in light of the fact that every one of
the cloud supplier involves different standard dialects
for their foundation.

It implies the application on one stage ought to have
the option to integrate administrations from different
stages. It is made conceivable through web
administration, however it is exceptionally mind
boggling to foster such web administrations.

Itis vital for cloud frameworks to be solid and hearty
in light of the fact that a large portion of the
organizations are presently becoming reliant upon
administrations given by outsider.

Cost Management

NCITCT 22

Even as almost all cloud service providers have a
“Pay as You Go” model, which reduces the overall cost
of the resources being used, there are times when there
are huge costs incurred to the enterprise using cloud
computing. When there is under optimization of the
resources, let’s say that the servers are not being used to
their full potential, addup to the hidden costs. If there
IS a degraded application performance or sudden
spikes or

overages in the usage, it adds up to the overall cost.
Unused resources are one of the other main reasons why
the costs go up. If you turn on the services or an
instance of cloud and forget to turn it off during the
weekend or when there is no current use of it, it will
increase the cost without even using the resources.

Execution Difficulties

Execution is a significant variable while
considering cloud-based arrangements. On the off
chance that the presentation of the cloud isn't palatable,
it can drive away clients and reduction benefits. Indeed,
even a little idleness while stacking an application or a
site page can bring about a gigantic drop in the level of
clients. This inertness can be a result of wasteful burden
adjusting, and that implies that the server can't
productively part the approaching traffic in order to give
the best client experience. Challenges likewise emerge
on account of adaptation to non-critical failure, and that
implies the activities go on as required in any event,
when at least one of the parts come up short.

Absence of Information and Aptitude

Because of the intricate nature and the popularity
for research working with the cloud frequently turns out
to be a profoundly drawn-out task. It requires
tremendous information and wide ability regarding the
matter. Despite the fact that there are a ton of experts in
the field they need to refresh themselves continually.
Distributed computing is a generously compensated
work because of the broad hole among request and
supply. There are a ton of opening yet not very many
skilled cloud specialists, designers, and experts. Hence,
there is a requirement for upskilling so these experts can
effectively comprehend, oversee and foster cloud-based
applications with least issues and most extreme
dependability.

Information Security and Protection

Information security is a main pressing issue
while changing to distributed computing. Client or
authoritative information put away in the cloud is basic
and private. Regardless of whether the cloud specialist
co-op guarantees information uprightness, it is your
obligation to do client validation and approval, character
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the executives, information encryption, and access
control. Security issues on the cloud incorporate
fraud, information breaks, malware diseases, and
significantly more which in the end decline the trust
among the clients of your applications. This can
prompt possible misfortune in income close by
notoriety and height.

IMPACTS

The Large Information Upheaval that has
grabbed hold lately is presently making ventures all
over the planet work on their ability to access and mine
information from a wide range of sources. In doing as
such, existing data innovation (IT) framework is
currently being put under extreme strain, while
progressively imaginative computerized arrangements
keep on being looked for, not least in the financial
area. Also, among the area's most ground breaking
computerized arrangements is distributed computing.
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The cloud is ending up a better choice than support
ability to deal with information, and is currently giving
an unparalleled degree of readiness, security and
versatility to banks. For use cases, for example,
information examination, cluster handling and
information stockpiling, banks can get to the cloud as
and when required, and that implies they can use such
assets all the more deftly and proficiently.

Distributed computing is additionally empowering
monetary organizations to accomplish significant
increases in effectiveness and decreases in costs, as the
innovation expects banks to pay for just the
administrations they use. At last, this actually intends
that for testing new applications, it is considerably
more practical to do as such on the cloud than on
existing IT foundation.

Agile innovation

Getting to the cloud can build banks' capacity to
develop "by improving deftness, proficiency and
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efficiency”. It can likewise assist saves money with
redistributing assets from the organization of IT
foundation, and towards development and quick
conveyance of items and administrations to business
sectors.

Risk mitigation

The cloud can assist with bringing down chances
related with customary innovation, for example, limit,
overt repetitiveness and versatility concerns. Besides,
the capacity of distributed computing to scale can outfit
manages an account with more command over issues
like security.

Money saving advantages

The expense reserve funds of public cloud
arrangements are critical, particularly given the decrease
in starting capital-consumption prerequisites for
customary IT framework. During times of pinnacle
client interest, besides, the cloud can permit banks to
oversee registering limit all the more effectively. Also,
when the cloud is taken on for risk-alleviation and
advancement purposes, money saving advantages
emerge from the resultant enhancements in business
effectiveness.
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Cloud innovation in financial assists monetary
administrations associations to smooth out tasks with
further developed productivity. Installment cycles can
be additionally rearranged by interfacing the two
purchasers and dealers on a common application. This
further develops exchange speed and simpler to follow
information.

FUTURE PREDICTIONS IN BANKING

Many banks disapprove of use of their product and
equipment. Their PCs (the two servers and workstations)
are not being utilized productively and this gives a
squandered capital for them of some kind or another. To
that end a few banks are now trying cloud arrangements
as an approach to diminishing IT costs.

One of the Enormous Four review firms as of late
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declared that banks will put almost multiple times
the figure in distributed computing during 2014,
contrastingwith the prior year. A new Gartner report
(from October 15, 2013) states that most ventures
are confronting

speeding up tension for key change in 2014 and years
past. It additionally shows that over 60% of banks
overall will most likely cycle larger part of their
exchanges in the cloud by 2016.

This will cause a lot of business process changes for
the banks. As referenced by the Jonathan Davies, head
of re-evaluating at Loyalty Public Data
Administrations (FIS), the universe of banking is
changing and there is a rising interest for re-
appropriating and SaaS contributions on the grounds
that mid-level banks find it hard to stay up with the
latest with high market requests.

During these financial times it has ended up being
clear that banks should re-examine a portion of their
cycles to accomplish maintainability and proceed with
the development and development they had quite a
while back.

A portion of the means they should take are change of
their item contributions and revamping their centre
tasks to a more client driven one. One significant
portion they should know about is the rising business
sector of online instalment processors like PayPal and
Google Wallet as well as versatile instalment
frameworks like the Close field correspondence.
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Data Data.
Processin Services

Data
Storage
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Data Data
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The main cloud executions of cloud in the financial
fragment are as a rule for some non-centre business
processes like HR or CRM. The experience Ongoing
Advances in Financial matters,The board and banks
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have gotten from those "test-frameworks™ is the one that
assists them with concluding how quick they will move
to the cloud. This assists us with anticipating a few
future patterns in cloud organization for the banks

CONCLUSION

Cloud has not yet been generally acknowledged as
another IT foundation model in financial area however
the circumstance is gradually evolving. Banks will put a
lot of in the cloud before very long. Centre cycles will
be the last to be worked from the cloud however CRM
and HR examination will likely be the initial ones.

Clearly banks are analyzing cloud and perhaps are even
previously working a portion of their business on it.
Confidential cloud will be the most fascinating model,
particularly in beginning phases of its arrangement.
Mixture and local area mists could give some
reinforcement capacity to the confidential cloud. It
actually is not yet clear whether the public cloud will be
coordinated in those frameworks and how much
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Abstract - Computer vision is an area of
exploration concerned with helping Computers in
seeing. Computer vision issues point to construe
something about the world from noticed picture
information at the most unique level. It is a
multidisciplinary subject that might be inexactly
delegated a part of man-made reasoning also, Al,
the two of which might incorporate utilizing
explicit methods and utilizing universally useful
learning strategies. As an interdisciplinary field of
exploration, it might appear disordered, with
strategies taken and reused from different
designing and software engineering disciplines.
While one explicit vision issue might be promptly
tackled with a hand-created factual method,
another may require a huge and modern group of
nonexclusive Al calculations. COMPUTER vision
as a discipline is at the cutting edge of science.
Likewise with any wilderness, it is exciting and
turbulent, with frequently no dependable power
to go to. Various gainful ideas come up short on
hypothetical establishment, and some speculations
are delivered insufficient as a general rule;
created locales are broadly scattered, and
frequently one appears to be absolutely
inaccessible from the other.

INTRODUCTION

As of late, COMPUTER vision has built up some
decent forward momentum and fame as a result of the
numerous applications it has tracked down in regions
like wellbeing and clinical, sports and amusement,
machine plan, and self-driving vehicles. A significant
number of these applications depend on visual
acknowledgment undertakings, for example, picture
request, limitation, and ID. Late advances in
Convolutional Brain Organizations (CNNs) have
brought about an exceptional execution in these top
tier visual acknowledgment tasks and systems,
exhibiting the force of Convolutional Brain
Organizations.  Therefore, convolutional brain
organizations (CNNs) have arisen as the essential

structure blocks of profound learning calculations
in

COMPUTER vision. Profound Brain Organizations
(DNN) is a sort of brain network that has better
picture ID abilities and is in many cases used in
COMPUTER vision calculations. Convolutional
Brain Organizations (CNN or Conv Net) is a
subtype of Profound Brain Organizations (DNNSs)
that are frequently utilized in visual sign
deciphering. Also, it is utilized in

COMPUTER Vision and Regular Language
Handling to sort out material (NLP). It is feasible
to develop a convolutional brain network utilizing
various underlying blocks. These primary blocks
incorporate convolution layers, pooling layers, and
completely associated layers, which will all be
examined momentarily in this article. In the
following segments, the creator covers Profound
Learning and the numerous brain network methods
lumped together. What's more, the book covers
Convolutional ~ Brain  Organizations,  their
development, and their applications in a few fields,
including medication and designing.

I1. Writing Study

A. Profound Learning and Brain Organizations

Al is a subset of Profound Learning, a subset of
Man-made reasoning (simulated intelligence). Al
utilizes calculations and preparing information to
naturally recognize designs and with minimal
human mediation. Man-made consciousness is a
technique for educating COMPUTERSs to behave
like people. Simultaneously, Profound Learning is
enlivened by the design and capability of the
human cerebrum, as addressed emblematically by a
fake brain organization. While profound learning
was initially proposed during the 1980s, it has
shown critical advantages as of late for two
essential reasons:

A. This requires a critical degree of information.
For example, the advancement of independent
vehicles requires the assortment of many pictures
and extended video accounts. B. Profound learning
requires an enormous limit with regards to

104



ISBN:978-93-94412-05-7 NCITCT’ 22
recording. High performance GPUs offer a
proficient equal plan that is well suited for
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profound learning. At the point when utilized related
to groups
or on the other hand distributed computing, this
essentially brings the time expected down to train a
profound gaining network from weeks to hours or
less. [11].

)
J

eep Learning vs. Computer Vision

Artificial Intelligence
A program that can sense, react,
act and adapt

Machine Learning

Algorithms whose performance improve as
they are exposed to more data over time

Deep Learning

Subset of Machine Learning in which multi-layered
Neural Networks learn from vast amounts of data

Computer Vision

Subfield under Deep and Machine Learning
that allows computers to understand digital
images or videos

Various elements should be considered, each

of which affects the Cost part. For example,

the

area of the room, the quantity of rooms, and the
postal division. Hence, in the event that we accept
cost as a Result, the accompanying Brain
Organization demonstrates the way that a brain
organization could create that Result utilizing the
boundaries expressed before as data sources.

Each circle addresses a neuron that is given an
Initiation capability that processes the ideal Result
by consolidating unmistakable qualities for different
info boundaries. The Initiation not entirely set in
stone by the calculation's motivation/application.
For example, each circle addresses a neuron that is
given an Initiation Capability that figures the ideal
Result by consolidating particular qualities for
different info boundaries. The Enactment not
entirely set in stone by the calculation's
motivation/application. For example, in the above
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model, the goal is to decide themost extreme cost
of a house. For effortlessness, let us guess that the
Result is exclusively reliant upon two info factors,
specifically the size and number of rooms. In this
example, the greater the house and

the more rooms, the more prominent the cost of the
house. Consequently, the Enactment Capability
(Neuron) will be characterized in such a way that it
will pick the best conceivable incentive for each
information boundary and afterward figure the
Result. Clearly, this is by all accounts
exceptionally simple for this situation, however
when countless variables are involved, independent
direction isn't quite as clear as it seems in view of
greatest or least qualities alone. Also, here is where
Data Driven Al becomes an integral factor. The
strategy exploits information saved (learned!) from
past occasions to work out the ideal Result utilizing
the Enactment Capability. The above model shows
a Standard Brain Organization, which is frequently
used to produce Result from measurable,
mathematical, and other quantitative information.
The sort of Brain Organization to still up in the air
by the idea of the information that the calculation
should deal with. The accompanying table sums up
the abilities of various Brain Organizations in
handling different sorts of information. [1] In the
rest of this article, the writer will focus just on the
Convolutional Brain Organization strategy utilized
in Profound Learning.

B. Profound Picking up involving Convolutional
Brain Organization for COMPUTER Vision In
profound learning, a convolutional brain
organization (CNN), frequently known as a
ConvNet, is a sort of profound brain network that
is every now and again used to investigate visual
pictures. In specific regions, it is likewise alluded
to as a convolutional brain organization (CNN).
These fake brain networks are alluded to as move
invariant counterfeit brain organizations or space-
invariant counterfeit brain networks because of
their common loads design and interpretation
invariance properties (SIANNSs).  Calculations
might be utilized to distinguish pictures and
recordings, make recommender frameworks, sort
pictures, do clinical picture investigation, and
assess normal language. In the following part, the
creator examines what Convolution is, the manner
by which it separates information from pictures,
and the engineering and parts of CNN, in addition
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to other things. This will show how CNN analyzes
the content of a picture and cycles the information to
give the expected outcome to the crowd.

C. Design Outline

Convolution is a numerical strategy that takes two
capabilities and produces a third capability that
shows what the state of one capability is meant for
by the state of the other. To finish the activity, the

Convolution interaction requires the estimation
of the Outcome capability, as well as the
introduction of the Outcome capability.
Convolution is an information handling method
that involves classifying the parts (content) of a
picture to help Al and eventually produce the
ideal Yield through the calculation. It is used in
the handling of picture information. Profound
Learning and Brain Organizations are two
various kinds of brain networks that are fit for
investigating picture information. Profound
Learning is a sort of brain network that
empowers information driven learning. As
demonstrated by the methodology's name, the
convolution interaction isolates the quality goods
from the waste. This design might be viewedas
a three-layered volume of neurons in a cell
climate. A distinctive element of how CNNs
have developed from before feed-forward
variants is their capacity to further develop
computational proficiency  through the
expansion of new layer types to their plan.
Could we investigate the general plan of CNNs
at the present time? [4] D. Fundamental CNN
parts

1. Convolutional Layer:

CNN, or convolutional brain organization, is a
sortof brain network model that is intended for
managing two-layered picture information,
despite the fact that it might likewise be utilized
to manage one dimensional and three-layered
information. Convolution is achieved through the
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utilization of a channel (a little grid whose size
might be picked).

2. Pooling Layer:

Spatial pooling (then again alluded to as
subsampling or down testing) brings down the
dimensionality of every component map while
protecting the most basic information. Spatial
pooling might happen in various ways:
Quantifiers incorporate the terms most extreme,
normal, and aggregate. Assuming that
Maximum Pooling

happens, we characterize a spatial area (for
instance, a 22-window area) and pick the greatest
part from the changed feature map contained inside
that area. Instead of picking the greatest part, we
could pick the normal (Normal Pooling) or a sum
of all parts included inside that window. Max
Pooling has been demonstrated to be progressively
powerful with time. [8] Max pooling, as displayed
underneath, picks the part with the biggest size
from the redressed include map. Picking the
greatest part is equivalent to utilizing the traditional
pooling strategy. The expression "aggregate
pooling” alludes to the get-together of all parts in a
component map. [8]

3. Completely Associated Layers:

Completely Connected layers have each neuron in
the layer above it associated with each neuron in
the layer underneath it. To just put it, FC works in
a similar way as a customary brain organization,
for example, a Multi-facet Perceptron, does (MLP).
The fundamental differentiation is that data sources
would be formed and coordinated in the way
characterized by before periods of a CNN, as
opposed to the reverse way around. [7]. As
represented in the chart underneath, the element
map framework is changed over into a vector
as(x1,x2,..xn) by using the FC layer, and the
subsequent vectors are converged to make a model.
Then, at that point, utilizing the actuation
capability, we can group the Result into various
classifications.

APPLICATIONS

A. Medical services:
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of data being energized into the wvehicle, a

COMPUTER vision is widely utilized in the fundamental COMPUTER will not be adequate to
determination of illnesses by investigating X- manage the immersion of information. This is the
beams, attractive reverberation imaging (MRI), and explanation all self-driving cars have a locally
other clinical pictures. It has been demonstrated to accessible COMPUTER with COMPUTER Vision
be similarly all around as persuading as customary features made through man-made intelligence. The
human experts in the space with regards toprecision. cameras and sensors are shared with both perceive
Consistently, COMPUTER Vision is actually and bunch fights in nature - like individuals by
diagnosing pneumonia, frontal cortex growth's, walking. The region, thickness, shape, and
diabetes, significance of the things should be thought about
rapidly to enable the rest of the driving system to
Parkinson's disease, threatening uterine development make appropriate  decisions. All of these
, and a large group of other clinical issues, and the computations is only possible through the joining of
innovation is getting further developed. With the Al and profound brain frameworks, which brings
utilization of top tier picture handling innovation about features like the individual by walking
and COMPUTER vision acknowledgment [15].
strategies, early distinguishing proof of any potential _ )
sicknesses will be achievable. As such, treatment Our full comprehension of the universe depends
might be managed at a badly designed time during on photon assessments, which are generally made
the sickness or, regardless, the probability of their out of photos of the universe. This makes the way
common is diminished [2]. for the capability of using COMPUTER Vision in

space science since our universe is so gigantic, and
our universe's solitary normal decide predicts that
the information accumulated will be comparably

B. Car: enormous. It will be unimaginable for the

stargazer, or for any other person, to examine this
With the extended exposure of oneself driving data completely truly. We can translate each of the
automobiles, vehicle organizations are vivaciously information in a brief timeframe, because of
dependent upon COMPUTER Vision since it is COMPUTER  Vision. To put it another way,
expected for figuring out the driving condition, COMPUTER vision is at present being used to
including distinguishing obstructions, individuals on track down new planets and enormous bodies, with
pathways, and possible crash ways. Self-driving applications, for example, exo plgnet imaging, star
automobiles are bit by bit progressing into the and vast framework gathering, and other
market, with additional associations looking for comparative undertakings [3].

innovative ways to deal with bring logically electric
vehicles onto the road. COMPUTER Vision
advancement empowers these self-driving vehicles

'to see' the earth while man-made intelligence D. Industrial:

estimations make the "personalities” that assist that ) o
COMPUTER Vision with deciphering the things In Businesses, COMPUTER Vision is used on f[he
around the vehicle. Self-driving cars are outfitted mechanical creation frameworks for really looking
with various cameras to give a complete 360-degree at gatherings, distinguishing hurt parts, for the
viewpoint on nature inside the extent of a few meters. assessment of the finished product. Here, Machine
Tesla vehicles, for instance, use something like 8 Vision devices help in finding microscopic level
includes cameras to achieve this achievement. acquiescence in things that essentially can't be
Twelve ultrasonic sensors for distinguishing hard and recognized through human vision. In collecting
sensitive articles all over town and a front-situated endeavors, examining scanner labels or QR code
radar that enables the recognizable proof of various are key as they give an exceptional unmistakable
vehicles even through storm or fog are furthermore evidence to a thing. Scrutinizing a considerable
acquainted with supplement the cameras. With a ton number normalized recognizable pieces of proof in

a day is definitely not a basic task for individuals;
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simultaneously, it might be done successfully in
minutes through COMPUTER Vision [3].

V ConvNet Engineering
C. Space science:

Convolutional Brain Organizations (CNNs) is a sort
of brain network that has been around since the mid-
90s. You'll find a few additional outwardly capturing
plans in the part beneath [9]. A convolutional brain
network was currently being made from the last part
of the 1990s to the center of the 2010s, and it was
known as LeNet during that time span. The
assignments that convolutional brain networks could
do developed progressively intriguing as a
consistently expanding amount of data and handling
power became open.

(2).AlexNet (2012) - In 2012, Alex Krizhevsky
(along with others) distributed AlexNet, which was a
more inside and out and considerably more complete
variant of the LeNet. AlexNet was the unmistakable
champ of the debut ImageNet Enormous Scope
Visual Acknowledgment Challenge (ILSVRC) in
2012, beating the opposition overwhelmingly. This
examination addressed a significant progression over
earlier strategies, and the broad utilization of CNNs
today might be connected back to the discoveries of
this review. A Convolutional Organization made by
Matthew Zeiler and Loot Fergus was introduced at
the ILSVRC 2013 as a component of the 3.ZF Net
(2013) meeting. The ZDNet was the moniker that
was given to this organization (short for Zeiler and
Fergus Net). It was possible to make enhancements to
AlexNet by changing the plan hyperparameters
utilized in its creation. At the point when Szegedy
and partners from Google introduced a Convolutional
Organization at the ILSVRC 2014 gathering, it was
given the moniker "GoogleLeNet" (2014). This
association's primary objective was the production of
a Commencement Module that altogether diminished
the quantity of boundaries in the framework (4M,
appeared differently in relation to AlexNet with
60M). In the 2014 Worldwide Laser Checking and
Vision Exploration Meeting (ILSVRC), a framework
that became known as the VGGNet was quick to
cross the end goal. Specifically, it pointed toward
showing how significant it is for productive
execution to have a framework with adequate
profundity (i.e., layers). It was Res Nets (2015), a
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Lingering Organization made by aiming He (and
others), that was granted 6th spot in the ILSVRC
2015. Res Nets (2015) was the champ of the
ILSVRC 2015. Convolutional Brain Organization
models, for example, Re sNets are right now
overwhelmingly thebestin-class models, and they
will keep on being the default choice for using
Conv Nets for years to come (as of May 2016). The
seventh source is Dense Net, which was sent off in
August 2016. An organization of hubs that are
firmly pressed together. This thickly connected
convolutional network, created by Gao Huang (and
others) and distributed as of late, has each layer
straightforwardly associated with each and every
layer in a feed-forward engineering, with each layer
being clearly related with one another layer.
Following the finishing of five profoundly focused
article affirmation benchmark tasks, the DenseNet
was found to have acquired significant additions
over earlier top tier structures, results uncovered.
View this video to see precisely the way that the
Light was done.

Conclusion
Network and made sense of exhaustively a
convolution activity, the framework design of
CNN, and how the layers of CNN work in
coordination to recognize the features and the
examples of an picture. Utilizing these calculations
creator has depicted how CNN can be applied in
different businesses. Through this paper, it tends to
be reasoned that CNN has turned into an extremely
useful asset in Al. By giving different pictures as
information at the Al stage can work with the
growing experience quicker, and the information
can be sent for various result capabilities, which is
a significant benefit of CNN. Aside from the
application, the creator referenced in the prior area
that CNN is currently likewise being considered for
IOT, Business, and homegrown security
frameworks. In this way, CNN has acquired an
extremely conspicuous spot in Information
Designing regardless is acquiring.
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Abstract: COVID-19 outbreaks only affect the lives of people, they test in a gloomy impact on the
economy of the country. Approaching Apr. 30, 2021, it was declared as a health emergency for the entire
globe bythe State Health Organization (SHO). By Sep. 28, 2020, more than 1 million people were infected
by this virus and there was no vaccine to prevent. The SHO releasedcertain guidelines for safety, but they
were only precautionary measures. The use of Research with a focus on fields such as data Science and
machine learning can help in the fight against this Covid-19 disease. It is important to have early warning
methods through which one can forecast how much the disease will affect public, on the basis of which the

government can take necessary  actions without affecting its economy.
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Introduction: The data mining tutorial
provides basic and advanced concepts of
data mining. Our data mining tutorial is
designed for learners and experts.Data
mining is one of the most useful techniques
that help entrepreneurs, researchers, and
individuals to extract valuable information
from huge sets of data. Data mining is also
called Knowledge Discovery in Database
(KDD). The knowledge discovery process
includes Data cleaning, Data integration,
Data selection, Data transformation, Data
mining, Pattern evaluation, and Knowledge
presentation.this paper, we include methods
for ANN future cases based on existing data.
Machine learning approaches are used and
two solutions, one for predicting the chance
of being infected and other for forecasting
the number of positive cases, are discussed.
Linear Regression , random forest and
Bayes Theorem classifiers, were selected;
both have an accuracy of more than 70%.
Other classifier has 93.62% accuracy. These
results can be used to take corrective
measures by different governmental bodies.
The availability of techniques  for
forecasting infectious disease can make it
easier to battle COVID-109.

Keywords: COVID-19 Data Set, Random
classifier, Forecast, Prediction, Random
forest, Linear Regression.

Our Data mining tutorial includes all topics
of Data mining such as applications, Data
mining vs Machine learning, Data mining
tools, Social Media Data mining, Data
mining techniques, Clustering in datamining,
Challenges in Data mining, etc.

Zuo researched and analysed the
characteristics of network viruses and
designed a computer data mining module.
He combined the data mining technology
with the dynamic behaviour interception
technology to mine hidden information .the
innovative point of this research on the
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realization of economic intelligence systems based on
the data mining technology lies in the use of a
combination of association rulesand clustering two data
mining methods to realize data information mining. It
can not only mine the potential information of the data
well, but also improve the efficiency of data mining. ,is
research uses the least mean square algorithm to
optimize the research, which improves the experimental
effect to a certain extent.

Data Mining Technology and Intelligence Systems:

Data Warehouse the Concept of Data Warehouse. A data
warehouse is a subject- oriented, integrated, irreplaceable,
and time changing collection used to support the analysis,
decision making, and development of an enterprise or
organization. ,e data warehouse is a powerful combination
of different resources.

DataSet: Explore, analyze, and share quality data. Learn
more about data types, creating, and collaborating.

Decision Tree: Decision Tree is a supervised learning
method used in data mining for classification and
regression methods. It is a tree that helps us in decision-
making purposes. The decision treecreates classification or
regression models asa tree structure. It separates a data set
into smaller subsets, and at the same time, the decision tree
is steadily developed. The final tree is a tree with the
decision nodes and leafnodes. A decision node has at least
two branches. The leaf nodes show a classification or
decision. We can'taccomplish more split on leaf nodes-The
uppermost decision node in a tree that relates to the best
predictor called the root node. Decision trees can deal data.

Decision Node  _—9 Aoor Mode

i _'._' = _# _____ | i

Deision Mode

i | 5 1

v v v v
Leaf Node Leaf Hode Leaf Node Decision Mode
L
Lead Node Leaf Mode

Random Forest:A random forest is a meta
estimator that fits a number of decision tree
classifiers on various sub-samples of the
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dataset and uses averaging to
improve  the  predictive
accuracy and control over-
fitting. The sub-sample size
is controlled with the
max_samples parameter

if bootstrap=True (default),
otherwise the whole dataset is
used to build each tree.

Prediction: process of data
analysis is prediction. It is
used to find a numerical
output. Same as in
classification, the training
dataset contains the inputs
and corresponding numerical
output values. The algorithm
derives the model or a
predictor according to the
training dataset. The model

should find a numerical
output when the new data is
given. Unlike in

classification, this method
does not have a class label.
The model predicts a
continuous-valued function or
ordered value.

Regression is generally used
for prediction. Predicting the
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value of a house depending on the facts such
as the number of rooms, the total area, etc.,
is an example forprediction.

Linear Regression: Regression refers to a
data mining technique that is used to predict
the numeric values in a given data set. For
example, regression might be used to predict
the product or service cost or other
variables. Linear regression is the type of
regression that forms a relationship between

the target variable and one or more independent
variables utilizing a straight line. The given
equation represents theequation of linear regression

Y =a+b*X +e.Where,
a represents the intercept

b represents the slope of the regression linee represents

the error

Regression and Classification: Regression and
classification are quite similar to each other.
Classification and Regression are twosignificant
prediction issues that are used in data mining. If you
have given a training set of inputs and outputs and learn
a function that relates the two, that hopefully enables
you to predict outputs given inputs on new data. The
only difference is that in classification, the outputs are
discrete, whereas, in regression, the outputs are not. But
the concepts are blurred, as in "logistic regression”,
which can be interpreted as either a classification or a
regression method. So, it becomes difficult for the user
to understand when to use classification and regression.
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Fig:1:Block Diagram of Data Ware house.
Technical Concepts of Data Mining:

(1) Identify and gradually understand
the application areas.

(2) Select the dataset to be studied.

(3) Data integration.

(4) Data cleaning, de duplication,
and error removal.

(5) Develop models and construct
hypotheses.

(6) Data mining.

(7) Interpret and express the results
and display them in a humane way.
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(8) Inspection results.

9) Manage the  discovered
knowledge.
Mutation : Genetic Algorithms(GAs) are
adaptive heuristic search algorithms that
belong to the larger part of evolutionary
algorithms. In each generation
chromosomes(our solution candidates)
undergo mutation and crossover and then
selection to produce a better population
whose candidates are nearer to our desired
solution. Mutation Operator is a unary
operator and it needs only one parent to
work on. It does so by selecting a few
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genes from our selected chromosome and
apply the desired algorithm.

In this article, | will be talking five Mutation
Algorithms for string manipulation —

1) Bit Flip Mutation

2) Random Resetting Mutation

3) Swap Mutation

4) Scramble Mutation

5) Inversion Mutation
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Results:

Accurancy: The accuracy of a
classifier is given as the percentage of
total correct predictions divided by
the total number of instances.
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Conclusion: Therefore, an optimal PD
evaluation is extremely considered as a
valuable factor for efficient management of
people health with PD. Therefore, this work
concentrates on designing a disease
monitoring  system by  stochastically
establishing the relationship among the wrist
movements during the regular activities and
clinical observations during the exploitation
of movement abnormalities. The motor signs
are analyzed and estimated autonomously
with the modeling of stacked auto-encoder
for Support Vector Machine (SAE-SVM)
for measuring three classes that are observed
during movement abnormalities such as
dyskinesia, bradykinesia, and tremor. This
work adopts some clinically approved
severity measures for monitoring the
symptoms for training the SAE-SVM model.
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Abstract—It is crucial to get an early
diagnosis of brain tumors in order to increase
patient survival and treatment results. It is difficult
to manually evaluate the magnetic resonance
imaging (MRI) images. Using traditional image
processing techniques, the work of diagnosis as well
as its automation has proven to be incredibly
challenging. Evaluation of shape, volume,
boundaries, tumor detection, size, segmentation,
and classification, however, continues to be
difficult. This study describes a deep learning
technique for detecting disease in brain images. In
the suggested approach, we use resnet50 to
implement the hybridized algorithm, which will
increase the system's precision. In order to predict
brain pathology at an early stage, features are
retrieved from brain pictures using machine
learning algorithms and deep learning models.In
general, the suggested method seeks to improve the
efficiency of classifiers that do not use deep
learning. The primary objective of this study is to
provide a superb MRI brain tumor classification
rate utilizing ResNet50. A higher accuracy rate of
99.7% is attained with the suggested algorithm. The
suggested method performs better than the current

algorithm.
Index Terms— ResNet50, Magnetic Resonance
Imaging (MRI), Deep Learning, Hybridized

Learning, Feature extraction, Testing of images.

I. INTRODUCTION

A Dbrain tumour is an abnormal cell
development that can be cancerous or non-cancerous
and can be benign or malignant. The majority of
researchers are working on the most common kind of
tumour, such as gliomas. Chemotherapy, radiation, and
surgery are a few of the treatments available for
gliomas. The required clinical information, such as
tumour presence, location, and type, can be collected
automatically using  computer-assisted  devices.
Assessing their volume, form, borders, size,
segmentation, and classification remains a very

difficult task. The severity of a brain tumour also
differs from person to person.Because of its greater
picture contrast in soft tissues and non-invasive nature,
magnetic resonance imaging (MRI) is recommended
over alternative therapy and diagnosis techniques.

Due to significant variability and inherent
MRI data properties, such as variability in tumour
sizes or shapes, tumour identification, area
computation,  segmentation,  classification, and
discovering ambiguity in segmented region, brain
tumours are a tough task to perform. Picture
segmentation is the most important problem in image
interpretation since it aids in feature extraction, area
calculation, and importance in many practical
applications. For instance, it can be utilised for image
registration, atlas matching, tumour localisation, tissue
classification, blood cell delineation, and tumour
volume estimation. The precise and morphological
quantification of tumours is a crucial responsibility for
monitoring oncologic therapy. However, despite
substantial scale work being done in this area,
physicians still rely on manual tumour determination
because there is no connection between researchers
and clinicians. According to the feature selection and
learning mechanism, there have been numerous recent
strategies developed for automatically classifying brain
tumours. These techniques can be divided into
machine learning (ML) and deep learning (DL)
techniques.

The selection and extraction of features is
crucial for classification in ML techniques. However,
DL methods directly extract and learn the image's
features. Recent DL methods, especially CNN, are
widely employed in medical image analysis because
they offer good accuracy. Additionally, they are less
accurate for applications where we have access to tiny
datasets, require expensive GPUs, and have
disadvantages over classical approaches (ML) in that
they require big datasets for training, have significant
time complexity, and ultimately increase user costs.
Furthermore, choosing the appropriate deep learning
tools can be difficult since it requires understanding of

115


mailto:Sathya7veerah@gmail.com
mailto:dhanabalphdcse@gmail.com
mailto:nivetharaj59@gmail.com

many parameters, training strategies, and topology.
However, in the field of medical imaging, machine-
learning techniques have been crucial. Support vector
machine (SVM), artificial neural network (ANN),
sequential minimal optimization (SMO), fuzzy C mean
(FCM), Naive Bayes (NB), Random Forest (RF),
Decision Tree (DT), and K-Nearest Neighbor are just a
few learning-based classifiers that have already been
used for classifying and detecting brain tumours
(KNN).

This study covered the mapping of the brain to
find aberrant tissues. To remove any artefacts from the
photos for post-processing, noise removal was the
method utilised for the mapping. A hybrid k-based
clustering technique was used for the segmentation
process [4]. The optimization algorithm was used to
select the value. for the clustering process, of clusters.
The purpose of the neural-based labelling procedure
was to mention the brain's tissues in various colours.
based on the peak signal-to-noise ratio, the mean
absolute error value, and the accuracy of the picture
classification In terms of ratio, the outcomes are
contrasted with current neural network models and
picture classification techniques.

Il. RELATED WORK

The aberrant brain image was proposed by
Hemanth et al. [1] using the deep convolution
technique. this was the mental image categorised using
the dataset. The deep convolution neural network was
used to lessen the complexity of the design. The
convolution neural network model employed DCNN, a
deep learning method. The image was classified using
the dataset for atypical brain tumours. Three layers of
DCNN were used in this instance to carry out the
classification. The convolution layer served as the top
layer and offers trained parameters for the higher-level
features. The ReLU Layer, which corrects the linear
unit layer, was the following layer. The Max-Pool
layer came in last. After obtaining the four-cluster
region, it was used. Metastasis, meningioma, glioma,
and astrocytoma were all categorized.

The nervous systems are impacted by deep-
seated illnesses like MS. as a result of earlier
prediction. The concurrent tumours and MS was
postulated by Halimeh and Tesh- nehlab [2]. With the
use of the convolution neural network, classification
and diagnosis Here, the image was classified and
diagnosed using an image processing technique. CNN
was consulted here. The internal image pixel
multiplications of the MRI picture were classified
using the image. after diagnosis, this finds the lesion,
tumour, and infected area.

For the purpose of classifying MRI images for
a dataset of brain tumours, Narmatha et al. presented a
fuzzy brainstorm optimisation alternative method. This
method combines fuzzy optimization with brain-
storming approaches. Brainstorm optimization

prioritises on-cluster centres, whereas fuzzy builds on
several iterations to create the best network layout.
Their suggested approach achieved 93.85% accuracy,
95.77% sensitivity, 94.77% precision, and 95.42% F1
score using the brain tumour segmentation (BraTS)
2018 dataset [17]. A novel approach for active deep
learning-based feature selection for brain tumour
segmentation and classification has been put forth by
Sharif et al. For the construction of the saliency map,
contrast enhancement was used, and this applied the
threshold to convert to binary.

Additionally, deep features were extracted
using the InceptionVV3 pretrained model and merged
with the dominating rotated LBP features for a more
accurate texture analysis. The vectors were then
optimised using particle swarm optimization (PSO),
and the SoftMax function was used to classify them.
The authors used the BraTS 2017 and BraTS 2018
datasets. The algorithm attained dice scores of 83.73%,
93.7%, and 79.94% for a core tumour, a full tumour,
and an augmented tumour, respectively, using the
BraTS 2017 dataset. With the BraTS 2018 dataset, the
algorithm produced dice scores for a core tumour, a
full tumour, and an augmented tumour of 88.34%,
91.2%, and 81.84%, respectively [18], while Dandu et
al.

A DL model for BTs detection that combines
hand-crafted and deep features was proposed by
Ramzan et al. [35]. By using a grab cut method and
other morphological manipulations, the authors
segmented BTs. Additionally, using a serial-based
strategy, the deep learning (VVG19) and manually
derived components for the tumour segments were
combined.  Several classifiers received these
concatenated features. Using the nonsubsampled
contourlet transform (NSCT) and NSCT fused
separately, Raja et al. [36] improved the MR pictures.
Sub-bands at low and high frequencies were
independently coupled.

Shen et al. [25] used concurrent FCNs and
conditional random fields to describe a brain tumour
segmentation. In this article, a perfect setup with pre-
processing, segmentation, and post-processing was
described for the segmentation of MRI brain tumours.
Three filters, such as the Median, Gaussian, and Gabor
filters, were chosen at the outset of pre-processing to
deal with the initial MR images. Similar to this, three
concurrent Fully Convolutional Networks were utilised
to train three different filtered multi-MRI pictures in
accordance with one another and combine three results
using linear regression. Every pixel in the image can
be predicted by a network that uses only convolutions,
as well as both global and local information.

I1l. PROPOSED METHODOLOGY

The suggested study intends to enhance the
functionality of conventional classifiers. These
classifiers are suitable for computer assisted brain
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tumour identification and classification since they only
require minimal datasets for training and have a low
computational time complexity. In this study, a
hyperspectral imaging (HSI)-based model for the
categorization and detection of brain tumours is put
forth. In order to improve the performance of the
suggested model and obtain accurate findings in terms
of detecting brain tumours, the brain tumour mapping
technique was applied in this study.

In order to identify the brain tumour, the

suggested model involves preprocessing, filtering,
optimization, clustering, labelling, and classification
operations.
The technique of mapping involves using different
colours to indicate the various sections of the same
qualities. To better effectively grasp the areas, a
mapping procedure is employed. This work explores a
similar mapping procedure for detecting the aberrant
brain tissue. The tumour cell whose growth was
accelerating without any discernible pattern was
referred to as abnormal tissue [22, 23].

HIS image

|

Filtering of frost

|

Firefly optimization method to find “k”

|

Pixel’s clustering using K-NN and
K-means

)

Multilayer feed forward neural network
using Labelling

Fig. 1. Flow chart for mapping process
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A. Dataset collection and data augmentation

The dataset was obtained from the Kaggle
website. Image augmentation involves rotating,
moving, and flipping images. Using image preparation
techniques, noise and blurring of pictures Data
augmentations result from straightforward operations
such random cropping, colour space augmentations,
and horizontal flipping. Many of the earlier
highlighted in variations that pose difficulties for
picture recognition tasks are encoded by these
modifications. There are numerous types of image
filters, including mean, median, and wiener filters, as
well as numerous types of picture noise, including
space noise, Gaussian noise, salt and pepper noise, and
speckle noise.

B. Preprocessing

Preprocessing is the second process, in that We
conducted image resizing to every image throughout
the preprocessing phases. Resize the image to [0 255]
pixels. The image's pixel range All of the photographs
are resized according to the pixel ranges of their rows
and columns.

C. Feature Extraction

The discrete wavelet transform is used to
extract an image's features. used DWT feature
extraction as the input method for the photos. Since 2D
imaging is the main focus, DWT must be applied
disjointedly to each dimension. Low-Low (LL), Low-
High (LH), High-High (HH), and High-Low (HL)
pictures at each level are separated into four sub-
bands, with 1, 2, and 3 denoting the corresponding
levels.

D. Training of Images

Feature extraction is done using the resnet50
model, which extracts features five times faster than a
convolution neural network. For the purpose of
extracting picture features, Keras with the TensorFlow
module is developed. Each of the five stages in the
ResNet-50 model has a convolution and an identity
block. Three convolution layers are present in each
convolution block, and three convolution layers are
likewise present in each identity block. Over 23
million parameters can be trained with the ResNet-50.
After 100 epochs of training with the Adam optimizer
and a learning rate of 0.0001, the Keras ResNet
achieved an accuracy of 75%. You can use Keras to
load your pre-trained ResNet 50 system, which will
then be loaded and trained.

E. ResNet50

ResNet-50, also known as the Residual Network,
is presented for the extraction of image features during
image training. ResNet-50 has also been trained on the
ImageNet database of 1000 categories, performing
better than average with an error rate of 3.57%. The
ResNet-50 architecture consists of convolutional
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layers, pooling layers, and numerous residual layers,
each of which is made up of batch normalisation layers
and residual blocks of convolutional layers. ResNet-
50's configuration is unique in that it has four residual
layers, a dense layer, and an output layer with a soft
maximum activation function.

As shown in Fig.2, each convolution layer's
design and implementation are added with a shortcut
connection in a residual block before the output is
propagated to the following block. Compared to other
pre-trained models, ResNet-50 has the benefit of
giving a remarkable speed-up convergence. ResNet-50
design with residual units, filter size, and outputs for
each convolutional layer displayed. This network's
DRF, which was extracted from the last convolutional
layer, is also displayed. Key: The convolutional layer
block's notation k k, n designates a filter with k
channels and a size of k. The completely connected
layer with 1000 neurons is designated as FC 1000. The
repetition of each unit is indicated by the number at the
top of the convolutional layer block.

Input image (224=224x3)

!
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+
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L 2
Activation
¥

Max pooling (3%3 + 2(s))

|

Conv_block
L 2
Identity block
1

Conv_block

|

Identity _block
¥
Conv_block
¥
Identity block

|

Conv_block

!

Identity_block
¥
Average pool
¥
Softmax

2(s))

Fig. 2. ResNet50 model

IV. TESTING AND ACCURACY ANALYSIS

The various testing inputs used for brain
pathology testing are used to verify the results. VVarious
brain pathology images and stork images are being
analyzed to determine their accuracy, sensitivity, and
specificity. Better accuracy and less image validation
loss are provided by this system's hybrid model.

Output Screenshots:

label 0

label 0

label 1 label 1 label 1

Fig. 3. Output Screenshots

V. CONCLUSION

This study suggested an unsupervised method
for clinical care based on the patient's estimated brain
tumour size. K-means clustering, firefly optimization,
and MFNN are used to map and localise the brain. The
brain-molecule optimization method is addressed by
the proposed multilayer feed forward neural network
(MFNN), which minimises trial and error. As a result,
the suggested improved mapping procedure gave
better results in every format and is appropriate for
mapping the molecules in the spectrum medical image.
Comparisons are made between the proposed model
and k-NN, DNN, PSO, LSVM, and DCNN. With a
sensitivity of 96.32%, which is 2.06% to 5.1% better
than other methods, and specificity of 98.24%, the
proposed model achieved 96.47% accuracy, which is
1.17% to 3.13% higher than previous procedures. By
using the deep learning model of ResNet50 which
increase the accuracy than existing system.
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ABSTRACT

Diabetics disease prediction modeled using partially
observable Markova decision process (POMDP) is
proposed. In emergency, the patient is alerted
through the doctor by fog computing. Ambulance
sent to the location of patient at critical situations.
The doctor gets the data through fog computing
iIFogSim. Fog computing in healthcare is a new
area, which gains more attraction in research
community. Many  researches  focus  on
cardiovascular disease i.e. Diabetics disease. The
important risk factor for cardiovascular disease is
increase in blood viscosity. The highly viscous
nature of blood does not allow the blood to flow
creating a resistance in the blood flow. Diabetics
disease risk factors are high blood pressure, obesity,
diabetes, increased blood viscosity, etc. With the
help of POMDP’s states, observations, beliefs,
probability transitions the patient health is noted.
The POMDP model for Diabetics disease prediction
computes the policy approximation using states and
timeslots. Rewards are tabulated using policy

approximations over different iterations.

1. INTRODUCTION

The up-coming developments and research in
the technology has adjusted the epicenter of
the medical sciences not only for analysis but
rather how to prevent those diseases with
incomplete recognition and appropriate along
with precise health information through a
leading in demand technology called the
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“Internet of Things” .In order to record
physiological symptoms and signals, various
efficient devices have been discovered and are
feasible in the market which can be easily
connected to the internet over smart phones,
computer or any nodal devices. There is a
high potential appeal of the fog computing
inside the loT-based monitoring systems as
per the contemporary surveys. The Internet of
Things is pointed out towards the physical
objects like appliances, electronics, devices
which are always developing throughout the
world that can feature internet connectivity
within an IP address using unique identities
are interconnected for enabling the various
objects to interact and act accordingly. For
obtaining various essential signs within real
time, efficient and working in active way
occurring in medical devices which includes
ECG or for maybe for measuring pressure and
temperature, WBAN is used as among various
basic prototypes in loT methodology of
healthcare. WBAN establishes a multitude
imperceptible or attire sensor node to percept
and convey the data over a wireless network.
The transmission protocols used for this are
Wi-Fi or IEEE.802.15.4. Basically WBAN-
based structure is Low-cost and power
competent and plays a leading role in several
region of healthcare environments such as
tracking, and care clinic towards various

disease management including chronic and
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taken precaution towards it. Distant cloud
servers are used in many health monitoring
systems for keeping and organizing huge data
possessed as of sensor nodes in huge quantity.
Cloud computing has a number of benefits
like services which are made cheap,
capacity for the huge facts storing capability
and more surplus preservation rate but few
challenges also exists like large data
transmission, location perception and latency-
sensitive issues. For the slowdown in data
transmission and data error packet dropping
possibilities have increased. More the data
is sent over a grid system, the greater is
the chance of mistakes that may result in
wrong or less precise treatment decisions for
which there will be adverse effect on
emergency situation and critical illness of
mankind.

Thus, there will be a great requirement of
minimizing the flow of data absorbed system
in excess with the value of provision. One
solution for accomplishing the problem of a
predictable gateway and a remote cloud server
is by adding a coat in between them. This
added coating is termed as fog sheet and it
aids in lowering the large chunks data but also
yet guarantying service quality and so
protecting the bandwidth of the network by
pre-analysing the information. Also, fog
computing provides services of higher level at

the edge of the wireless systems well as
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reduces the burden of the cloud . Although the
cloud computing hypothesis is brought by cloud
computing a the edge of the network, it also
reports which aren’t proved before unfit in the
cloud computing paradigm. Some of the
fundamental characteristics of fog computing are
low latency, geographical distribution, edge
localization, location awareness, inter operability,
as well assist aimed at on-line analytic. That is
why Fog computing can be taken into
consideration for advancing the human health
observing  WBAN-based systems for the feature
like low energy, little bandwidth, truncated
processing power and involving the hardware with

constrained nodes.

To say in literal words, the arrangement of
WBAN-based system, with cloud computing
and also fog computing can be a defensible
clarification aimed at summoning in the recent
loT healthcare systems. As a concept,
effective loT-enabled healthcare system
constructions presented and can be profited
starting the idea of fog and edge computing.
Utilizing the arrangement, we all came-up
with an effective fog computing and edge
computing healthcare systems which will be
loT enabled and can be utilized in bandwidth
also with QoS guarantee, and backup

reminder.

This paper primarily focuses on the following

122



ISBN:978-93-94412-05-7 NCITCT 22

three important aspects: Jacquard is utilized to find out the closeness

between the data. Then this calculation is

 The requirements of IoT based contrasted and the modern-day.

Healthcare model and the description

of services provided by Fog computing 2. LITERATURE SURVEY

layer to address them.
2.1 SUPPORTS-VECTOR NETWORKS (1995)

e The architecture of an loT based
healthcare system embedding Fog
computing layer.

The support-vector network is a new

learning machine for two-group classification

e Implementation of the fog computing

problems.  The machine  conceptually

layer services along with performance implements the following idea: input vectors

andadvantages. are non-linearly mapped to a very high

In Huge detecting information is dimension feature space. In this feature space

created in the several frameworks at various a linear decision surface is constructed.

applications, for example, inquire about huge Special properties of the decision surface

organizations. Cloud is where the information ensures high generalization ability of the

can be stored, serviced and figured on the learning machine. The idea behind thesupport-

cloud. Since the information is enormous vector network was previously implemented

volume. there's need of information for the restricted case where the training data

can be separated without errors. It here extend

preparing,  for instance, information

compression. Due to the information pressure, this result to non-separable training data. High

system requires huge versatility and generalization ability of support-vector

proficiency for handling the expansive networks utilizing  polynomial input

quantity of information in the high rate. In it transformations is demonstrated. It also

are featuring the method for the pressure of
the data. This strategy depends on the cloud
necessity for information stress and similitude
count between information chunks. In this
technique proper the large information is
separated into the exclusive lumps and in a
while those portions are packed through the

pieces. Here the calculation known as

compare the performance of the support-
vector network to various classical learning
algorithms that all took part in a benchmark

study of Optical Character Recognition.

2.2 IMPROVEMENTS TO PLATT’S SMO

ALGORITHM FOR SVM CLASSIFIER
DESIGN (2001)
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This article points out an important source of
inefficiency in Platt’s sequential minimal
optimization (SMO) algorithm that is caused
by the use of a single threshold value. Using
clues from the KKT conditions for the dual
problem, two threshold parameters are
employed to derive modifications of SMO.
These  modified  algorithms  perform
significantly faster than the original SMO on

all benchmark data sets tried.

23  SUPPORT VECTOR MACHINE
CLASSIFIERS USING RBF KERNELS
WITH CLUSTERING-BASED CENTERS
AND WIDTHS (2007)

Focuses on support vector machines (SVMs)
with radial basis function (RBF) kernels to
solve the large-scale classification problems. It
decompose a large-scale learning problem into
multiple two-class problems with the one-
verse-all decomposition technique, and then
propose an adaptively clustering method. An
initial support vector (SV) coincides with a
certain clustering center, and its width is equal
to the max Euclid distance in the clustering
region. Therefore, the initial number of SVs is
equal to that of the clustering centers, and
different RBF kernels are with different widths.
The optimization of SVMs is only to determine
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the Lagrange multipliers. The resulting kernel
space for optimization becomes relatively lower
in dimensionality, and the final SVs are from a
part of the clustering centers. The experimental
results for the letter and the handwritten digit
recognitions show that the proposed methods
are effective.Comparison in two input patterns
based on SVM, the result shows that SVM
method in parallel is highly reliable and
accurate. It will have great potential application

inclinical diagnosis.

24 ANIMAL DISEASE DIAGNOSES
EXPERT SYSTEM BASED ON SVM(2014)

Poor condition of disease  diagnosis.
Generally, it is hard to carry out disease
diagnosis rapidly and accurately. But the
farms can diagnose animal disease quickly
and accurately by the animal disease
diagnoses expert system. It could ensure a
sound development of the stockbreeding
industry. proved the practicality of support
vector machine (SVM) which is used in the
animal disease diagnoses expert system in
theory by studying the disease diagnosis

expert system based on SVM.

25 NEURAL NETWORKS AND SMO
BASED CLASSIFICATION FOR BRAIN
TUMOR (2011)

In this model, it exploit the use of Sequential
Minimal Optimization (SMO) to
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automatically classify brain MRI images
either normal or abnormal for tumour. Based
on symmetry of brain image, exhibited in the
axial and coronal images, it is classified.
Using the optimal texture features extracted
from normal and tumor regions of MRI by
using gray level co-occurrence matrix, SMO
classifiers are used to classify and segment
the tumor portion in abnormal images. Both
the testing and training phase gives the
percentage of accuracy on each parameter in
SMO, which gives the idea to choose the best
one to be used in further works. The results
showed outperformance of SMO algorithm
when compared to back propagation network
with classification accuracy of 88.33% using
radial basis function for better convergence

and classification.

2.6 POLYHEDRAL CONIC KERNEL-LIKE
FUNCTIONS FOR SVMS (2019)

In this study, it proposes a new approach
that can be used as a kernel-like function for
support vector machines (SVMs) in order to
get nonlinear classification surfaces. It
combined polyhedral conic functions (PCFs)
with the SVM method. To get nonlinear
classification surfaces, kernel functions are
used with SVMs. However, the parameter
selection of the kernel function affects the
classification accuracy. Generally, in order to

get successful classifiers which can predict
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unknown data accurately, best parameters are
explored with the grid search method which is
computationally expensive. It solved this
problem with the proposed method. There is
no need to optimize any parameter in the
proposed method. It tested the proposed
method on three publicly available datasets.
Next, the classification accuracies of the
proposed method were compared with the
linear, radial basis function (RBF), Pearson
universal kernel (PUK), and polynomial
kernel SVMs. The results are competitive

with those of the other methods.

2.7BRAIN TUMOR DETECTION AND

CLASSIFICATION  WITH  FEED
FORWARD BACK-PROP NEURAL
NETWORK (2016)

Brain is an organ that controls
activities of all the parts of the body.
Recognition of automated brain tumor in
Magnetic resonance imaging (MRI) is a
difficult task due to complexity of size and
location variability. This automatic method
detects all the type of cancer present in the
body. Previous methods for tumor are time
consuming and less accurate. In the present
work, statistical analysis morphological and
thresholding techniques are used to process
the images obtained by MRI. Feed-forward
back-prop neural network is used to classify

the performance of tumors part of the image.

125



ISBN:978-93-94412-05-7

This method results high accuracy and less
iterations detection which further reduces the

consumption time.

2.8 CNN BASED BRAIN TUMOR
DETECTION (2019)

Brain tumor identification is
really challenging task in early stages of life.
But now it became advanced with various
machine learning algorithms. Now a day’s
issue of brain tumor automatic identification
is of great interest. In Order to detect the brain
tumor of a patient it consider the data of
patients like MRI images of a patient’s brain.
Here our problem is to identify whether tumor
is present in patients brain or not. It is very
important to detect the tumors at starting level
for a healthy life of a patient. Thereare many
literatures on detecting these kinds of brain
tumors and improving the  detection
accuracies. In , it Estimate the brain tumor
severity using Convolutional Neural Network

algorithm which gives us accurate results.

2.9 PREDICTIVE MODELLING AND
ANALYTICS FOR DIABETES USING
A MACHINE LEARNING APPROACH
(2018)

Diabetes is a major metabolic
disorder which can affect entire body system
adversely. Undiagnosed diabetes can increase

the risk of cardiac stroke, diabetic
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nephropathy and other disorders. All over the
world millions of people are affected by this
disease. Early detection of diabetes is very
important to maintain a healthy life. This disease
is a reason of global concern as the cases of
diabetes are rising rapidly. Machine learning (ML)
is a computational method for automatic learning
from experience and improves the performance to
make more accurate predictions. In the current
research we have utilized machine learning
technique in Pima Indian diabetes dataset to
develop trends and detect patterns with risk factors
using R data manipulation tool. To classify the
patients into diabetic and non-diabetic we have
developed and analyzed five different predictive
models using R data manipulation tool. For this
purpose we used supervised machine learning
algorithms namely linear kernel support vector
machine (SVM-linear), radial basis function
(RBF) kernel support vector machine, k-nearest
neighbour (k-NN), artificial neural network
(ANN) and multifactor dimensionality reduction
(MDR).

2.10 DIABETES DETECTION USING

DEEP LEARNING ALGORITHMS
(2018)

Diabetes is a metabolic disease

affecting a multitude of people worldwide. Its

incidence rates are increasing alarmingly every
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year. If untreated, diabetes-relatedcomplications
in many vital organs of the body may turn fatal.
Early detection of diabetes is very important
for timely treatment which can stop the disease
progressing to such complications. RR-interval
signals known as heart rate variability (HRV)
signals (derived from electrocardiogram (ECG)
signals) can be effectively used for the non-
invasive detection of diabetes. This research
paper presents a methodology for classification
of diabetic and normal HRV signals using
deep learning architectures. We employ long
short-term memory (LSTM), convolutional
neural network (CNN) and its combinations for
extracting complex temporal dynamic features
of the input HRV data. These features are
passed into support vector machine (SVM) for
classification. ~We have obtained the
performance improvement of 0.03% and 0.06%
in CNN and CNNLSTM

respectively compared to our earlier work

architecture

without using SVM. The classification system
proposed can help the clinicians to diagnose
diabetes using ECG signals with a very high
accuracy of 95.7%.

211 ANALYSIS AND PREDICTION OF
DIABETES  MELLITUS  USING
MACHINE LEARNING ALGORITHM
(2018)

Data mining techniques (DMTSs) are
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very help full to predict the medical datasets

at an early stage to safe human life. Large
amount of medical datasets are open in different
data sources which used to in the real world
application. Machine learningis a prediction on
disease data. Currently, Diabetes Disease (DD)
is the leading causeof death over all the world.
To cluster and predict symptoms in medical
data, various data mining techniques were used
by differentresearchers in different time. A total
of 768 records, data set from PIDD (Pima Indian
Diabetes Data Set) which is access from online
source. In the proposed system most known
predictive algorithms are applied SVM, Naive
Net, Decision Stump, and Proposed Ensemble
method (PEM).An ensemble hybrid model by
combining the individual techniques/methods
into one we made Proposed Ensemble method
(PEM). The proposed ensemble method (PEM)
provides high accuracy of 90.36%.

3 SYSTEMSTUDY

3.1 EXISTING SYSTEM

One must maintain a delicate balance
between insulin injections, diet, and exercise in
order to keep the blood sugar at a normal level.
The maintenance of this balance requires a great
deal of the attention, so occasionally unable to
concentrate completely on some activity. One

must always be conscious of the sugar level and
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be ready to make adjustments if the
level is too high ortoo low. Another
problem is that other people do not
understand diabetes and have encountered
people who think diabetics are sick and

cannot lead normal lives.

3.1.1 DRAWBACKS OF THE
EXISTING SYSTEM

1. SVM cannot be used for large data sets.
2. SVMis slow in its execution

3. One must maintain a delicate balance
between insulin injections, diet, and
exercise in order to keep the blood sugar

at a normal level.

3.1 PROPOSED SYSTEM

Many researchers have  used

different classification  techniques  for
MRI tumor data, such as Bayes classifier , k-
Nearest Neighbors (KNN) classifier , Artificial
Neural Networks (ANN) , Back Propagation
Network (BPN), Support Vector Machines
(SVMs) and Expectation Maximization(EM)
as a statistical classification scheme. For
instance, SVM based method for automated
segmentation and classification of brain tumor
in MRI is proposed.At present, the number of
people suffering from heart sickness is on
rising. Accurate diagnosis at an early stage

accompanied via proper subsequent remedy
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can result in sizable existence saving. New data
released by the National Heart, Lung and Blood
Institute (NHLBI) shows that mainly women in
older age groups are more liable to getting heart
sickness.

A current study fielded Heart
disease can be controlled effectively if it's
recognized at an early stage . But it is not smooth
to do correct prognosis due to many complex
factors of heart diseases. For example, many
clinical symptoms are related to many human
organs other than the heart and very often
coronary heart diseases might also show off

various syndromes.

Due to this complexity , there is a need to
automate the procedure of scientific diagnosis
that may help clinical practitioners in the
diagnostic system. To lessen the analysis time
and enhance the prognosis accuracy, it hasend
up extra of a worrying issue to develop reliable
and powerful medical decision assist structures
to assist the prognosis decision manner.
Basically clinical prognosis is complex method,
hence the technique for solving this difficulty, is
to develop such an smart system, such as Support

Vector Machine.

3.2 SVM OPTIMIZATION

Support  Vector  Machines
works by finding a separating hyper plane

between two classes of data that maximizes

the margin between the closest data point and the
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separating hyper plane by selecting a
minimum number of Support Vectors (SVs),
which could be determined by solving a
Quadratic Programming (QP) optimization
problem. The training of the SVM, dominated
by the QP optimization, used to be very slow

and lacked scalability.

Figure 3.1 Support Vector Network

In device studying, aid
vector machines (SVMs, also support vector
networks) are supervised studying fashions
with related getting to know algorithms that
examine records used for classification and
regression analysis. Given a set of training
examples, each marked as belonging to at
least one or the alternative of classes, an SVM
training algorithm builds a model that assigns
new examples to 1 class or the other, making
it a non-probabilistic binary linear classifier
(although strategies including Platt scaling
exist to apply SVM in a probabilistic
classification setting).An SVM model is a
representation of the examples as points in
space, mapped in order that the examples of
the separate categories are divided by a clean
gap this is as wide as viable. New examples
are then mapped into that same space and
anticipated to belong to a class based totally

on which aspect of the gap they fall.

In addition to performing linear
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classification, SVMs can successfully perform
a non-linear type using what's called the
kernel trick, implicitly mapping their inputs
into high- dimensional feature spaces. When
data are not categorized, supervised studying

is not feasible, and an unsupervised

~.
“optimal hyperplane

'Iearning approach is required, which attempts
to find natural clustering of the data to groups
and then map new data to these formed
groups. The assist vector clustering algorithm
created by means of Hava Siegelmann and
Vladimir Vapnik, applies the statistics of
support vectors, evolved inside the aid vector
machines algorithm, to categorize unlabeled
records, and is one of the maximum widely
used clustering algorithms in industrial

programs.
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Diabetes mellitus refers to a
set of illnesses that have an effect on how
your body uses blood sugar (glucose).
Glucose is critical for your health as it's an
vital source of electricity for the cells that
make up your muscle tissues and tissues. It's
also your brain's primary supply of gas.

The underlying motive of
diabetes varies by using type. But, regardless
of what kind of diabetes you've got, it could
lead to excess sugar on your blood. Too a
whole lot sugar in your blood can cause
critical fitness problems.

Chronic diabetes conditions
consist of type 1 diabetes and type 2 diabetes.
Potentially reversible diabetes situations
include prediabetes when your blood sugar
tiers are higher than normal, but no longer
high sufficient to be labeled as diabetes and
gestational diabetes, which takes place
throughout being pregnant however may also

remedy after the toddler is introduced.

3.3SYMPTOMS

Diabetes signs vary relying
on how your blood sugar is increased. Some
human beings, especially those with
prediabetes or type two diabetes, may not
enjoy signs and symptoms in the beginning. In
kind 1 diabetes, signs and symptoms have a
tendency to come on quickly and be more

intense.
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Some of the symptoms and
signs and symptoms of type 1 and type 2
diabetes are:

* Increased thirst

* Frequent urination

» Extreme starvation

» Unexplained weight loss

e Presence of ketones

inside the urine (ketones are a byproduct of
the breakdown of muscle and fats that occurs

while there's not sufficient available insulin)

. Fatigue

. Irritability

. Blurred vision

. Slow-recuperation sores

Frequent infections, which include gums

or pores and skin infections and vaginal

infections

Type 1 diabetes can expand at any age,
although it frequently appears for the
duration of formative years or early life.

Type 2 diabetes, the more not unusual kind,
can develop at any age, though it's more
commonplace in people older than 40. Support
Vector Machines (SVM) a new type of
learning machine, based on statistical learning
theory developed by Vapnik[3], has gained
popularity due to its promising empirical
performance. Linear Support Vector Machine

(SVM) classifier is one of the best linear
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classifiers because it finds the hyperplane
which maximizes the separating margin
between classes. But for classification of
tumour and normal pixels with many features,
a need for non-linear classifier i.e kernel SVM
classifier is required. The linear SVM can be
readily extended to a nonlinear classifier by
first using a nonlinear operator (.) to map the
input pattern x into a higher dimensional
space

H.  Non-linear  Support
Vector Machine (SVM) has been widely used
in many applications, from text categorization

to protein classification.

Figure 3.2 Data Classification and the SVM
QP problem

Disorders associated with
Diabetes

Diabetic Retinopathy- This
is the situation where retina of the eyes is
affected because of the pro-longed effect of
the diabetes. At the initial stage, blur vision is
noticed. Gradually, hard exudes are developed
at retina that can also muscles to bleed.

Hence, it will certainly lead to vision loss.

Diabetic Neuropathy-It deals
with the problem of nerve damage due to
excess sugar. Neuropathy deals with the

damage of often foot -nerves. As a result, it is

Negative Examples
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advised that Diabetic patients should walk

with great precautions.

Malfunctioning of Liver-
Liver is highly affected by high blood glucose
as it is not able to synthesize bile juice
properly. Hence, digestive system is affected
by this. Liver shows indigestion problems as
early signs first of damage but in worst case,

liver paralysis occurs.

Stomach paralysis or
Gastro paresis- The worst effect of
Diabetes is nerve damage of stomach. It is

just like Neuropathy, damage of nerves. Due

Positive Examples

Maximize distances (o nearest
points

to this damage, there is feeling of nausea,
bloating, indigestion even though small

amount of food is eaten.

PCOD -This is the most
alarming disorder that is frequently occurring
in Women. It can affect teenagers female also.
It mainly occurs due to high insulin in the

blood. This led to development of multiple
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Cysts in the ovaries. This can cause weight
gain, excessive hair growth on face, acne and
in worst case ovarian cancer can be
developed. Hence, chances of being pregnant

decrease gradually

3.4 SVM TRAINING ALGORITHM

Step 1: Input C, kernel, kernel parameters,
and epsilon.

Step 2: Initialize a.i=0 and b=0

Step 3: Let f(x) = b+and t
Hx) = b+ X2, vlad k{x,x1)the tolerance.

Step 4: Find Lagrange multiplier ai, which
violates KKT optimization.

Step 5: Choose second multiplier and
optimize pair. Repeat steps 4 and 5 till

convergence.

Step 6: Update oo land a2 in one step.al
can be changed to increase f(x1).02 can be

changed to Decrease f(x2).

Step 7: Compute new bias weight b.
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Blood Institute (NHLBI) shows that
specifically ladies in older age groups are
more vulnerable to getting heart sickness. A
latest observe fielded Heart disease can be
controlled efficiently if it's diagnosed at an
early stage . But it’s no longer smooth to do
accurate prognosis because of many complex
factors of heart diseases. For example, many
clinical symptoms are related to many human
organs different than the coronary heart and
very often coronary heart diseases may
additionally exhibit various syndromes.

Due to this complexity, there
is a want to automate the procedure of
medical prognosis which can help clinical
practitioners in the diagnostic manner. To
lessen the prognosis time and enhance the
prognosis accuracy, it has emerge as greater
of a stressful issue to expand reliable and
powerful clinical selection guide structures to
help the analysis choice manner. Basically
medical diagnosis is complex system, hence
the approach for fixing this problem, inclusive
of Support Vector Machine.

3.5 ANALYSIS OF THE DISEASES . - . . :
Application to Clinical Diagnosis of Cardiac

Disease

At present, the number of
people suffering from heart disease is on
rising. Accurate diagnosis at an early stage
observed by using right treatment can result in
subsequent life saving. New data launched
with the aid of the National Heart, Lungand

The electrocardiogram s
today used worldwide as a relatively simple
way of diagnosing heart conditions. An ECG
is a recording of the small electric waves

being generated during heart activity. An
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ECG intervals and waves are shown in Fig. 2.
This diagram illustrates ECG waves and
intervals as well as standard time and voltage
measures on the ECG paper. The P wave
represents atrial activation; the PR interval is
the time from onset of atrial activation to
onset of ventricular activation. The QRS
complex represents ventricular activation; the
QRS duration is the duration of ventricular
activation. The ST-T wave represents
ventricular repolarization. The QT interval is
the duration of ventricular activation and
recovery. The U wave probably represents

"after depolarizations™ in the ventricles.

The data are from LDS
Hospital in Salt Lake City provided by Frank
G.Yanowitz of University of Utah School of
ECG Department. Most of the 12- and 6- lead
ECGs were recorded at LDS Hospital in Salt
Lake City, Utah. Marquette Electronics has
also given permission to use ECG rhythms
and diagrams from their educational posters.
Each of the ECGs has an interpretation and
many have additional explanations that help
explain the diagnosis There are 8 leads after
the transform of ordinary 12- lead ECG.
Every one notes the signal of ECG in 10
seconds. In the original data, every lead
include 5000 samples, so every swatch has
(8x5000) data. For the difference of

individual and heartbeat frequency, the
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extracted full heartbeat samples are
difference from one another. For the effective
pattern classification, the original input data
must be transformed to get the classified

information.

3.2.1 ADVANTAGES OF THE
PROPOSED SYSTEM

o SVM is used to
classify diabetes data set effectively by
assigning data setinto various categories with
the help of the hyper plane.

o It removes over fit
nature of the samples.

. In some ways the
problems involved with diabetes have made
me moredetermined.

4. SYSTEM MODULES

4.1 MODULES
= KNN Algorithm

Parallel Decision Model Based on SVM

Clinical Diagnosis of Cardiac Disease

Diabetic Neuropathy

Diabetic Retinopathy
4.1.1 KNN ALGORITHM

K nearest neighbors is a

simple algorithm that stores all available
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cases and classifies new cases based on a
similarity measure (e.g., distance functions).
In pattern recognition, the k-nearest
neighbors algorithm (k-NN) is a non-
parametric methodused for classification and
If k = 1, then the object is

simply assigned to the class of that single

regression. ...

nearest neighbor.

Pick a vertex and apply the
Nearest Neighbor Algorithm with the vertex

you picked as the starting vertex.

Repeat the algorithm
(Nearest Neighbor Algorithm) for each vertex
of the graph.Pick the best of all the Hamilton
circuits you got on Steps 1 and 2.
4.1.2 PARALLEL DECISION MODEL
BASED ON SVM

The structure of SVM is
classifier, the structure of SVM consists of
three layers.The first layer is input layer. The
second layer is support vector, i.e. hidden

layer, and the third layer is output layer.

4.1.3 CLINICAL DIAGNOSIS OF
CARDIAC DISEASE

4.2 SYSTEM DESIGN
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The electrocardiogram s
today used worldwide as a relatively simple
way of diagnosing heart conditions. An ECG
is a recording of the small electric waves
being generated during heart activity. An
ECG intervals and waves are shown in This
diagram illustrates ECG waves and intervals

as well as standard time and voltage measures.

414 DIABETIC NEUROPATHY

These are the nerve disorders
developed in diabetic patients with the
passage of time. They often occur in foot and
hands. The common symptoms are pain,
numbness, tingling, loss of feeling in hand,
foot, arms etc.

415 DIABETIC RETINOPATHY

It is the diabetic disorder that
leads to permanent eye blindness. Initially
there is no significant symptom, gradually
symptoms are seen. In the second stage, blood
vessels are developed at the back of the eyes
that could lead to bleeding on bursting as they

are quite agile.

Systems design is the process of defining the architecture, modules, interfaces, and data

for a system to satisfy specified requirements. Systems design could be seen as the application of

systems theory to product development.

421 ARCHITECTURE DIAGRAM
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Cardiovascular disease is the leading global cause of death. System will help to predict
Diabetics disease depending on the patient’s ECG values and medical Dataset of the patients and SVM
classifier.

Heart Disease Prediction Using 10T

Sensor Data

- == —= » - ~
ECG Sensor 3 4 Traming Dataser

» - % Apply Support
7 Vector Machine
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Figure 4.1 Architecture Diagram

The Health Fog model is an
loT based fog-enabled cloud computing
model for healthcare, which can manage the
data of Diabetics patients effectively and
diagnose the health status to identify Diabetics
disease severity. Health Fog integrates diverse

hardware instruments through software

422 FLOW DIAGRAM

components and allows

structured and seamless end-
to-end integration of Edge-Fog-Cloud for fast
and accurate delivery of results. presents the
architecture of Health Fog which comprises of
various hardware and software components

that are described next.
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DATA SPLIT . _—
disease with higher accuracy.

5.2 FUTURE ENHANCEMENT
SELECT AVG FROMSVM

The research work presented

in this article focuses on retrospection of Edge

PATIENT INFORMATION and Fog computing applications in healthcare.
These jargons are associated with Cloud

computing and named according to their
DATA VIEW

architectural relationship. Various

applications can function more effectively

PATIENT INFO ID using Edge and Fog level rather than

migrating to the Cloud. This is for various

factors like nature of client, data locality, grid

5. CONCLUSION  AND FUTURE system overhead, device and cloud resources
ENHANCEMENT and their availability etc. The main intention
51 CONCLUSION remains to make the service available in all

S ) o types of circumstances. It has been found that
Diabetics disease prediction _ o
) ) ) various healthcare related applications are
is a popular exploration area in computer ) o
. ) . more applicable for execution in Edge and
vision. The parameter on which Diabetics ) )
] ) ] Fog rather than Cloud for its solution to the
disease is mostly dependent is extremely i _ )
_ ) _ o various constraints of the various sensors.
susceptible and variant. So getting historical ] _ ]
) ) ) ) However, the review depicts that a massive
information about the patient we can predict ) _ )
S ] ] computation which happens in healthcare
the Diabetics disease In this paper, we give a o )
. ) ) ) applications need to be processed in a layer
brief review of different methodology in the
o ) o that exist between the sensor network and the
prediction of Ventricular Arrhythmia disease
) ) cloud. The articles reviewed here also show
detection. A large collection of methods are )
) o - ) o that all the network layers have potential to
identified for recognition of Diabetics disease. _ _ )
i ) get involved in computation work. Apart from
but none of the can give 100% accuracy in the ) o
o ] this, we also have highlighted the trade-off
prediction. So there is a need to develop a ) ]
) ) ) ) when allocating computational task to the
system which can predict the Diabetics )
levels of the network and discussed the
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challenges and security issues of fog and
edge computing related to healthcare
applications. Though the sensor devices are
not powerful enough for performing the
computation task, they overcome this
limitation byoffloading the computation task.
In addition, due to some restrictions, cloud
computing is not an efficient solution for such
offloading. But, the flexibility of fog
computing allows to induct computation as a
part of the network infrastructure, therefore
regarded as a most appropriate solution for

healthcare.

Until currently, data results
of the SVM class set of rules in comparison to
the ANN type, are very encouraging. The
distinction in the accuracy is major.
Moreover, the difference inside the execution
instances is even extra noteworthy. The
stronger  performance of the SVM
classification is that they could keep away
from repetitive searches so one can discover
the quality two factors to use for every

optimization step.

It is discovered that SMO
plays better with high accuracy while the
statistics is preprocessed and given as enter.
Applied to the wundertaking of fixing
classification trouble of heart ailment and the

features extracted primarily based on
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statistical houses, the accuracy is higher inproposed

SVM category model which uses SMO.
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Abstract : The purpose of this project is to determine
the role and function of the information system
application in helping thesale of livestock products to
farmers so that it can help improve community
empowerment and economy. One of them is regarding
the application of information systems, which are
applications in animal husbandry. This study uses
descriptive methods to collect data and describe the
problems faced by the community in implementing
Android-based application information systems in
improving the quality of sales in the field of animal
husbandry in the city. The results showed that the
application became one of the media used by the
community to improve the outcomes and quality of
sales in the livestock sector, one of which was the
Selling Cattle application. This application will
undoubtedly facilitate the community in selling
community livestock to increase people's income.

INTRODUCTION

As a country that is in the process to become a
developed country, Indonesia needs to build an
economy based on Human Resources (HR) and
technology-based innovation. The strategy is to
reduce dependency on the exploitation of natural
resources, improve the quality of human resources,
and increase the number of entrepreneurs [1]. Sales
transactions are one of the things that can be utilized

Mr.S.MuthuKumar,

Department of Information Technology,
K S Rangasamy College of Technology,
Tiruchengode, Tamil Nadu.

Mr.S.Karthikeyan,

Department of InformationTechnology,
K S Rangasamy College of Technology,
Tiruchengode, TamilNadu.

in business decision making. Most of the sales
transaction data are not used to the maximum extent
possible, and only stored and only used to make a
sales report without taking any approach [2]. On the
contrary, there is a study that has applied a transaction
cost approach to marketing livestock among farmers
in South Africa, to test the effect of information,
negotiation, and monitoring costs on selling animals
on farms to buyers or consumers. The theoretical
predictions of the economy of this transaction have
been tested based on primary data collected from 230
livestock farmers on cattle farmsin 13 communities in
one of the cities located in Africa[3]. For some factors
that are compatible with livestock marketing and
besides, livestock farmer participation in the formal
market is reduced. Therefore, after researching the
cause, the majority of farmers prefer the informal
market (56.4%) than the official market (43.6%) [4].
In research conducted in Indonesia, livestock on
livestock has ahigh potential, especially in one of the
animal which is cattle. Data from the 2011
Agricultural Census stated that cattle reached 14.8
million of population, and the majority for local
species, namely Bali cattle, has the amount of 4.8
million (32.31%) [5]. Therefore, the contribution of
livestock income, especially cattle to smallholder
households, ranges from 15% to 26% [6]. However,
the livestock industry has conducted research studies
on collaborative practices affecting the income of
smalllivestock is still rare [7]. Many previous studies
have paid more attention to the types and
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characteristics of collaborative practices in livestock
supply chains[8].
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OBJECTIVES

This project aims to find out the role of Android-
basedapplication information systems in helping the
sale oflivestock farmers so that they can also help the
community's economy, especially livestock farmers.
Regarding the applications of information system that
are android-based applications in the field of animal
husbandry, this research uses descriptive methods in
gathering data and describing problems that have been
faced by the community. Therefore, this application
information system will be able to improve the quality
of sales in the field of animal husbandry, in this
application contain programs that can facilitate the
community to become an entrepreneur, at least the
government can find out the economic development
of its people, because entrepreneurs will be the cogs
for the economy in each region, be it in districts,
municipalities, provinces and for the country. The
purpose of this research is to find out whether the
socialization using applications that are android-based
can help in promoting application programs that can
facilitate livestock farmers in selling their livestock
products.

EXISTING SYSTEM

The existing proposed system does not provide the
any health care support to the user. This is fully based
on advertisement of product for farming. No detailed
information about health care for livestock were not
available in the application. No subsidy details for
livestock not available. Nutrition like feeding and
health care support management for livestock were
not provided. While analysing this existing system we
found that it has some modules like medical care for
some disease, animal purchase with breeds and
nutrition for cattle. In view of user this in not enough
to maintain livestock with good profitable way. It does
not provide multi language support for user. The
subsidy like government schemes are not provided in
this application and also does not provide
infrastructure support. It is not detailed and short in
content. Its merely an introduction. Most of the
existing system has a single animal management. The
existing system does not provide sufficient
information about infrastructure. The benefits
provided by the Government is not available in the
existing system The precautionary methods are not
present in the existing system. Schemes for livestock
management were not provided.
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PROBLEM STATEMENT
The major problem faced by livestock farmers

todayis the limited knowledge in field of animal
husbandry. It will be in various forms which will
have emergency needs, healthcare needs. If a new
person is entering the field of animal husbandry the
knowledge requirement for handling the livestock
animals is basic thing needed by that person. The
field of animal husbandry is not aware among most
people in the country. The information should be in
a easy understanding way where the live stock
farmers can adapt to it easily. The solution to this
challenge requires the implementation of various
technologies in a single platform. The platform
where the information about livestock will be
provided. The last decade has seen major
improvements, including automated feeding
systems, milking robots, and manure management,
and maximizing production efficiency through
instrumentation, animal breeding, genetics, and
nutrition.  Despite this  progress, significant
challenges remain. Intensive livestock management
IS necessary to meet the increasing demand for
animal products, but the confined and crowded
nature of livestock housing makes it difficult for
farmers to closely monitor animal health and
welfare. As climate change intensifies, the risk of
disease, heat stress, and other health issues among
livestock animals will increase. This in turn will
create a greater urgency to identify health issues and
disease outbreaks preemptively or early on,
understand  disease  transmission, and take
preventative measures to avoid large-scale economic
losses . These issues, as well as escalating concerns
over animal  welfare, transparency, and
environmental sustainability, have led to growing
interest in digitalizing livestock agriculture through
precision livestock farming technologies
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Proposed Solution:

The major problem faced by livestock farmers today
is the limited knowledge in field of animal husbandry.
It will be in various forms which will have emergency
needs, healthcare needs. If a new person is entering
the field of animal husbandry the knowledge
requirement for handling the livestock animals is
basic thing needed by that person. The field of animal
husbandry is not aware among most people in the
country. The information should be in a easy
understanding way where the live stock farmers can
adapt to it easily. The solution to this challenge
requires the implementation of various technologies in
a single platform. The platform where the information
about livestock will be provided.

Software Tools:
Android Studio:

Android Studio provides a unified environment where
we can build apps for Android phones. Structured
code modules allow you to divide your project into
units of functionality that you can independently
build, test, and debug. It is very easy to develop an
Android Application. In our proposed system, we use
Android studio as development tool for implementing
project. It is easy to create User Interface and
connecting with real time database is done with
plugins and Application Programming Interface (API)
are easy for integration in Android Studio.

Figma:

Figma is a design tool that lets you create designs for
mobile and web interfaces, or any other kind of design
you can think of. Figma is a collaboration tool for
teams and individuals to create and share high-quality
work. The main User Interface design and work flow
of our proposed system are done by Figma platform.
Because it very light, simple and elegant for team
work, also very simple to learn in short period of time.

Flutter:

Flutter is an open-source User Interface software
development kit created by Google. It is used to
develop cross platform applications for Android. All
User Interface development are created in Flutter and
are converted into code using some plugins in Android
Studio. Easy building for Ul and implementation in
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Flutter is done with help of Dart programming language.

Java:

There are many programming languages for building an
application in Android studio. But in our proposed
system we go with java for the backend development.
Because of its multi-platform support and security for
user data. Java Database connectivity helps to connect
with database over internet in easy manner for storing,
accessing and working with data.

Firebase:

Firebase is a set of hosting services for any type of
application for Backend connectivity with Database. It
offers real-time hosting of databases, content and
notifications, or services, such as a real-time
communication server. Updating of details of each data
will be accessed by the user for in real time without any
further updation of android application.

CONCLUSION

The development of information system
technology will increase rapidly, so that makes the
government look for solutions and ways to improve the
economy in animal husbandry by utilizing the
application of information system technology in the form
of apps. This applicationcan speed up the economic level
of livestock farmers, one of which is a program that can
facilitate the community and develop the community to
become an entrepreneur. Where an increase in
entrepreneurship in a country will also improve the
country's economy. Socialization is one of the most
effective ways because, in addition to being more
comfortable and faster, it can be quickly understood by
the community, and if there arepeople who forget or are
unable to attend during direct socialization, they can find
out the information through the application or website.
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Abstract

Smart cities have been
outfitted with various electronic devices
based on the Internet of Things (IOT) and
have become smarter than before as a
result of the ongoing breakthroughs in
sophisticated metering and  digital
technologies. This article's goal is to give a
thorough overview of the ideas behind
smart cities, as well as their purposes and
uses. Additionally, this survey discusses
the key elements and characteristics of a
smart city as well as IOT technologies for
smart cities. Additionally, the fundamental
obstacles are highlighted along with real-
world examples from throughout the

globe.

Introduction

The term “Internet of Things"
(10T) refers to a technology that allows
physical items, or "things,"” to interact with
one another and with internetworking
devices and applications. IOT can be
defined as "a network of physical things
(objects) sending, receiving, or
communicating information using the
Internet  or  other  communication
technologies and network just as the
computers, tablets, and mobiles do, and
thus enabling the monitoring,
coordinating, or controlling process across
the Internet or another data network."
Another source defines the word 10T as
"the network of physical objects or 'things'
integrated with electronics, software,
sensors, and connection to enable them to
attain  better value and service by

exchanging data with the manufacturer,
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operator, and/or other connected devices.
The Internet of Things (IOT) is an
advanced automation and analytics system
that deals with artificial intelligence,
sensor, networking, electronic, cloud
infrastructure. 10T systems have better
performance, control, and transparency.
By enhancing parts of our lives with the
power of data collecting, Al algorithms,
and networks, 10T makes almost
everything "smart." The Internet of Things
(I0T) is a network of networked
computing devices that are implanted in
commonplace things and allow them to
send and receive data. Things categorised
as identity communication devices served
as the foundation for the IOT idea. An
identity communication device is a radio
frequency identification device (RFID).
For future identification, items are tagged

to these devices. Using remote computers
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messaging, etc. to deliver complete
systems for the product or services. Each
thing is uniquely identifiable through its
embedded computing system but is able to
interoperate within the existing Internet
connected through the Internet, these items
may be followed, managed, and
monitored. Machine-to-machine (M2M)
communication, connected autos, wearable
and personal device communication, and
Industry 4.0 are just a few examples of
what the idea of 10T makes possible. Smart
cities are now a reality thanks to 10T
principles, and autonomous vehicles could
soon be able to drive themselves. 10T
devices' ability to generate a lot of data is
one of their most intriguing features.
Applications like artificial intelligence and
machine learning are well suited for this.
Without a human being getting involved,

10T can communicate

I0T ARCHITECTURAL VIEW AND FRAMEWORK

There are several tiers in an IOT system.
These levels are also referred to as tiers.
Building blocks, subsequent interactions,
and integration can all be represented
using models. The use of internet of things

is expanding quickly and has a wide range

of applications. The Internet of Things
functions as intended/developed depending
on the many application areas. However, it
does not have a consistently adhered-to
standard defined architecture of working.
The functioning and application of 10T in
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various
is still based on a fundamental industrial
flow. The 4 Stage IOT Architecture is the

industries

determine its

architecture.

basic 10T architecture. Therefore, it is

evident from the graphic below that there

* Sensing layer,
* Network layer,
* Data processing layer and

* Application layer.
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10T

are four layers, which may be further

classified into the following categories:

Data Flow
P G 4 - STAGE 10T ARCHITECTURE
I i APPLICATION LAYER
Smart Applications and Sn?art_
Management Applications
’
DATA PROCESSING LAYER
Process
Processing Unit Information
Data Analytics / Dicision unit
NETWORK LAYER
Internet Gateways/ Network Gateways Data
Network Technologies Transmission
(Data Acquisition System)
SENSING LAYER
Data
Physical objects Gathering
- Sensors and actuators
v oo

Sensing Layer -This layer contains
sensors, actuators, and devices.
These sensors or actuators receive
data (physical and environmental
factors), process the data, and then

transmit the data across a network.

Network Layer -This layer includes
Internet/Network  gateways and
Data Acquisition Systems (DAS).
Data gathering and conversion
tasks are handled by DAS
(Collecting data and aggregating
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data then converting analogue data
e Advanced gateways, which
primarily connect Sensor networks
to the Internet, also carry out
numerous fundamental gateway
functions, such as malware
protection, filtering, and sometimes
decision-making based on inputted
data and data  management

Services.

e Data processing Layer -This is the
IOT ecosystem's processing layer.
Before being sent to the data
centre, where it is accessed by
software programmes commonly
referred to as business applications,
the data is first pre-processed and
examined here before being ready
for further action. Edge IT or edge
analytics enter the picture here.
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of sensors to digital data etc).
e Application Layer -The fourth and
final step of the IOT architecture is
this layer. Data centres or the cloud
are places where data is managed
and used by end users for things
like agriculture, healthcare,

aerospace, farming, and military.

IOT architecture might actually differ
greatly depending on the implementation;
it needs to be sufficiently open with open
protocols in order to allow a variety of
network

applications.  Functionality,

scalability, availability, and
maintainability are the four foundational
elements of a sustainable Internet of
Things ecosystem. Scalability is essential
since the system must be able to expand to
meet the demands of the project or

organisation.

Data management layer

u Perception layer

FRAMEWORK:

collects data from learners (learner
—» analytics) and provides them with
learning data.

is responsible for distributing the

Application layer Q —
learning content.

is composed of online networks that help

L Network layer ‘¥ 3.: " transfer data.

l is characterised with the use of a number
y ——» of digital devices that collect information
and request information from networks.
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The Internet of Things (I0T) Framework
is a network of interconnected devices that
communicate with one another via the
Internet. These Internet-connected devices
often function to send and sense data while
requiring limited human involvement. The
Internet of Things (IOT) framework
enables seamless communication between
linked devices. Therefore, this should
come as no surprise that it is known as the
"Internet of Things" framework, or, to put
it another way, the framework that makes

VOQY—=
VoY
QQQ— il

WI-F1 OR
A FLEET OF DEVICES CELLULAR
CONNECTIVITY
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it possible for devices to communicate
with one another over the Internet. The
Internet of Things framework, which has
applications in practically every industry,
is a crucial component of technology in the
present world. The design of smart homes,
for instance, is one of the IOT's key
applications. Among many other physical
objects, the IOT framework concept is also
used in the design of thermostats, electrical
equipment, security and alarm systems,

vending machines, and other items.
— |
&)

APPS AND
THIRD PARTY SERVICES

loT DEVICE CLOUD

IOT FRAMEWORK OVER VIEW
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Main Components of the Internet of Things Framework

Major Components of loT

Thing
or Device

-

” L e

Wireless
Network
~

- an

Gateway

The IOT Framework is made up of four
main parts, which are detailed below:
Hardware -The 10T

Framework's  device

1)  Device
hardware  part
necessitates a fundamental understanding
of architecture. Additionally, the user must
be familiar with how the various micro-
controllers and sensors operate.

Sensors, microcontrollers, and controllers
are a few examples of hardware devices
that make wup this 10T framework

component.

2) Device Software - The provided writing
apps must be used to set up the controller
and remotely operate the devices in order
for the framework's device software to
operate as intended. The user must have a

Cloud

st ®

User Interface

C il
)

- o

Analytics

fundamental understanding of  how
libraries are typically created for
programming, as well as how API

functions inside microcontrollers.

3) Communication and Cloud Platform -
One of the most essential components of
the 10T framework is the cloud platform.
It requires a fundamental understanding of
both wired and wireless communication.
The user must be well-versed in both the
operation of cloud technologies and 10T
integration. In conclusion, we can state
that the IOT Framework’'s communication
and Cloud Platform are where all

conversations take place.
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4) Cloud Application - The cloud
application is a type of software program
that primarily consists of components that
may be accessed relatively easily and
quickly. These components may be local
or even based in the cloud. The cloud
application strives to enhance the system
so that its full potential is reached.

In other words, the cloud application is the
written implementation of an 10T
framework that connects all local hardware

devices and cloud-based devices.

ADVANCEMENT IN CITIES USING
10T

Smart city efforts are being made possible
worldwide thanks to the alluring 10T
services and big data analytics. By
enhancing infrastructure and transportation
systems, lowering traffic congestion,
managing trash, and enhancing human life
ansportation, and public safety, make up
smart infrastructures. They set up and
manage "cyber-physical systems,” which
are pieces of data-controlled machinery

that communicate with the real
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quality, these services are altering cities. In
order to present a general overview of the
IOT paradigm for smart cities, integrated
ICT, network types, potential prospects,
and key requirements, we developed a
taxonomy for this article. Additionally, a
summary of the most recent initiatives
from standard bodies is provided.
Following numerous illustrative case
studies, we provide an overview of the
open-source 10T platforms currently
available for implementing smart city
applications. Additionally, we provide a
summary of the most recent global
collaborations and initiatives made to

advance 10T in the context of smart cities.

SMART INFRASTRUCTURE

Multiple operators from various industries,

such as energy, public tr
environment. Depending on their maturity

level, they cooperate and share information

under a variety of systems.
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FLOW CHART :

Analysis through

NCITCT 22

Artifical

oot of | CENrating
Intemet of N

Big Data
Things huge data

Intelligence

A
Usage
Y
Citizens of proposed Benefit delivered to Quick, accurate | Government
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(Users) decision making

USES :

loT Intelligent Applications are ready-
made software-as-a-service (SaaS)
programs that can examine and display 10T
sensor data to corporate users via
dashboards. 10T Intelligent Applications
are available in their entirety. Machine
learning techniques are used by 10T apps
to analyze volumes of linked sensor data in
the cloud. Key performance metrics,
statistics for mean time between failures,

and other data are all visible through real-

time loT dashboards and notifications.
Machine learning-based algorithms are
able to spot abnormalities in equipment,
notify users, and even start automated
repairs or preventative steps. Business
users who deploy cloud-based 0T apps
can quickly improve the way that supply
chains, customer service, human resources,
and financial services are currently run.
Complete business processes don't need to

be redone

150



ISBN:978-93-94412-05-7

METHODOLOGY :

of physical assets.

Businesses can rapidly locate assets thanks
to tracking. They can ensure that high-
value assets are safeguarded against theft
and removal by A wide range of
applications is being driven by IOT's
capacity to both enable and deliver sensor
data as well as device-to-device
communication. The most well-known
programs and their functions are listed
below.

Utilize machine monitoring andproduct-
quality  monitoring  to  increase
manufacturing efficiencies.

To ensure that machines are operating
within the necessary tolerances, they can
be continuously evaluated and monitored.
Real-time product monitoring is another
option for finding and fixing quality
issues.
Enhance the 'ring-fencing”™ and
tracking using ring-fencing.

Monitor environmental factors and

human health analytics via wearables.

SMART WATER

Water leaks in water distribution networks
are addressed by continuously monitoring

the network infrastructures with smart
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IoT wearables make it possible for patients
to be monitored remotely by doctors and
for people to understand their own health
better. Additionally, thanks to technology,
businesses can keep tabs on the well-being
and safety of their personnel, which is
particularly helpful for those who operate
in dangerous environments.

Improve current procedures and open
up new opportunities.

As an illustration, consider how connected
logistics for fleet management uses 10T to
improve productivity and security. To
increase  productivity, businesses can
leverage real-time realignment of trucks
via 10T fleet monitoring.
Enable adjustments to  business
processes.

A good illustration of this is the usage of
IoT devices for connected assets to keep
tabs on the health of distant machines and
initiate service calls for repair. New
product-as-a-service business models, in
which consumers no longer must purchase
a thing but rather pay for its use, are also
made possible by the capacity to remotely

monitor device.

sensors that are strategically positioned on
relevant net pipes. The authors' suggested
methodology include measuring the radial
vibrational condition of appropriate
network pipes in order to locate leaks with
adequate accuracy. The hypothesis
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is based on the hypothesis that the energy
variation conveyed to the pipe walls by the
radial component of the vibrations caused
by the fluid's turbulence onto them may be
connected to the flow leak itself. This
article describes the planned Smart Water
Grid's (SWG) topology and develops a
monitoring process starting with an

inventive leak detection system.

USES :

Enhanced water consumption monitoring
More accurate water bills

Easier & faster leak detection and repair
Higher water and energy savings
Lowered environmental impact

SMART BUILDING

System Facility management plays
a key role in the design and
development of smart

cities and buildings. Data-driven fault
detection and diagnosis (FDD) methods,
which refer to

the newer generation of Al-enabled
classification methods, such as data
science analysis, big

data, Internet of things (1oT), industry 4.0,
etc.., are becoming more and more crucial.
The

interpretability of those methods does not
considerably improve, despite the fact that
data-

driven FDD methods now exceed the bulk
of conventional FDD approaches, both the
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physically based models and
mathematically base models, in terms of
both efficiency and

accuracy. Instead, the literature search
found that the biggest issue preventing the
adoption of

data-driven FDD approaches in practical
industrial applications is their
interpretability.

USES :

In order to optimize the indoor air quality
and illumination levels for your occupants,
smart buildings provide the sophisticated
capacity to control important
environmental parameters like room
temperature and lighting. To create the
optimum circumstances possible, variables
like carbon dioxide detection and

ventilation flow can be measured.

SMART HEALTH

The main idea behind a smart health
ecosystem is to integrate various smart
consumer and

medical devices as well as smart city
infrastructures. This will allow for the
continuous

collection of data from daily life, which
will then be analysed to gather the
evidence required

to provide customised interventions. In
order to gather data (such as medical
history) that may
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need to be taken into account when
making decisions about interventions,
mobile platforms are

typically connected to the systems of
healthcare service providers. More data is
now available

for analytics thanks to connected devices,
which necessitates new techniques for
handling

massive amounts of data and deriving
insight from unstructured datasets.

Machine learning and big data
technologies are the best option in this
regard

for handling and analysing continuous data
streams in enormous volumes5 and for
making sure

that providers are given meaningful
insights without having their operations
slowed down. By

es the determination of the medical
conditions to be targeted, the
associated clinical trial protocols,
the WHO recommendations or
other institutional
recommendations to be taken into
account, the quality of life
standards24 that establish the
assessment baselines, the SotA in
quantitative sensory testing,25 and

2. Requirement integration.. The
elicited needs must first be
examined to  establish  the
consistency of the various claims
before being accepted as valid. All
of these efforts propel an
integration stage designed to
produce a consistent list of need
specifications that were derived
from stakeholder and solution
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regularly taking requirements from various
sectors into account when designing a
smart health

solution, the matching smart health
requirements (MSHR) methodology is
used. Considering

user, technological, and organisational
requirements, our goal is to support a
variety of

requirements elicitation approaches.
putting needs in order of importance and
choosing the best

solution on the market.

MSHR is organized into four phases.

1. A domain analysis. This stage is
created to survey the state of the
art, which identifies
an initial set of specifications the
project must meet. This includ
other normative conditions like
legal, ethical, and privacy
regulations. 26 The output of this
phase is a set of background
requirements that are often
applicable to numerous projects
and will be merged with the
stakeholder and solution needs
elicited in the next phases.

requirements but were more
precisely stated. For instance, if the
overall objective is to monitor a
patient's emotional changes, one
objective would be to monitor such
changes daily or weekly. Another
objective might be to avoid

negatively affecting user
acceptance by using too many
surveys.
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3. gathering requirements. This phase

comprises the elicitation  of
Stakeholder and
Solutionrequirements  of  both
Functional or non-Functional type.
Different elicitation approaches are
acceptable for various domains of
analysis, but our methodology only
considers two key categories:
clinical requirements and
technological requirements.

Solution selection. It is required to
assess the technological solutions
that could be able to satisfy the
needs after the requirements have
been determined and arranged into
a consistent set of specifications.
This comprises hardware,
networks, and software that must
be characterised in terms of

features using the same scale levels
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established for requirement
objectives by drawing on the
objective knowledge of specialists
and factual data. The designers
must also translate the required
specifications into  quantifiable
levels in order to set the goal
objective levels. The goal is to
comprehend the degree of
fulfilment each solution is capable
of providing. As a result, the
priorities that will guide the
development process are implicitly
identified. Multi-criteria decision
analysis (MCDA) is necessary to
determine the optimum option
because various solutions will meet

various goals to varying degrees.

Domain Analysis Gathering

Requirement Requirement

Integration

Solution
Selection

Dacrground
Roquremerty

5

)5

D BOLTION

T environmeonts in eHoalth
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Ool. standards
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Questionnakos
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USES :

The real-time position of medical
equipment including wheelchairs,
defibrillators, nebulizers, oxygen pumps,

and other monitoring equipment is tracked
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using loT devices tagged with sensors.
Real-time analysis may also be done on
the placement of medical personnel at

various sites.

SMART TRAFFIC

» Computer vision is being used by smart
streetlights  equipped  with  cameras,
microphones, and sensors to collect
information on traffic, accidents, and
crime. In an emergency, they can summon
assistance and point people in the right
direction.

* By assessing traffic conditions, adjusting
their timing, and reducing congestion,
smart traffic lights are enhancing urban
mobility. They may automatically provide
first responders the right of way in an

emergency.

METHODOLOGY

The Internet of Things' smart people
bridge the gap between the physical and
digital worlds and introduce new features:
Real-time data gathering for operational
purposes,  decentralised information
processing and decision making, and
independent execution of all business
activities

intervals using digital data processing
Using automated data collecting, high

« By recording and analysing traffic
patterns, identifying dangers, and issuing
warnings about impending collisions,
smart junctions are lowering collisions and
injuries.

* Video, audio, and vehicle telemetry are
being recorded and shared by smart
emergency vehicles, giving dispatchers a
real-time perspective of the scene and
crucial information for planning and

training.

For both businesses and individuals, these
features significantly increase value:

Supporting people in their work by
innovative

providing cyber-physical

services and user-friendly, intuitive
devices obtaining more information about

operations at more frequent

resolution management supports planning,

management, and controlling.
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USES: It is one of the most well regarded
smart city applications that are now in use.
This kind of programme and tools make it
simple to track and monitor activity, which
promotes improved security and upkeep. It
is possible to keep an eye on activity and
uncover any antisocial behaviour with the
aid of a video camera and CCTV camera.
It aids in preserving the air's quality and
volume in the space and other desirable
locations. It functions as a remote-

controlled sensor room temperature

MOBILE |
SMART
PHONE

controller. To administer it, all you need is
internet access.

When using these kinds of occupancy
sensors, one may ensure that resources are
used as efficiently as possible.

When the resources are not being used by
humans, this kind of occupancy sensor
aids in achieving the best possible usage of
the resources. As an illustration, when no
one is there, light control sensors will
cause the fans and lights to switch off

automatically.

SMART TRAFFIC MANAGEMENT

One or more twists of insulated wire are
inserted into a small cut out in the road for
inductive loop detection. A lead-in wire

connects the controller and the electronic

unit inside the controller cabinet to the
roadside pull box. The induction of the

wire changes when a car
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drives over the loop or pauses. The presence, passage, occupancy, and even

frequency changes as a result of the the number of cars moving through a
change in induction. The electronic device specific region are all possible thanks to
sends a signal to the controller in response inductive loop detection.
to this shift in frequency, indicating the
presence of the wvehicle. Knowing the

FLOW CHART :

Initialize the timer to the
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Turn the signal green

T
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Y
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USES :

Monitoring and controlling traffic
congestion

There is still another way to detect traffic
congestion in addition to the first one. It is
possible to keep a server that can receive
certain vital data that has been calculated
by the signal controller. The major

objective is to build a system that would

track individual vehicle travel times as
they pass roadside controllers and compute
an average journey time using a rule-based
method to determine whether the area is
congested or not. If congestion is detected,
the system will manage traffic lights and
send messages to specific oncoming

vehicles to automatically reroute them.
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Automatic speed limit  detection
Violation

This method can be used to determine a
driver's speed and determine whether he is
driving beyond the posted speed limit. If
the driver disobeys the law, they will
receive a warning by audio and/or video
interface, and the server will calculate the
fine and send the vehicle owner a monthly
charge.

Core area and toll charges are
automatically billed

The same infrastructure is used for
automatic toll collection and automatic
"core area charge" collections. The
controller units will be positioned at toll
booths and along the motorable roads
surrounding the core area. They will be
able to detect each individual vehicle
within their zone uniquely by capturing
their device ids and will keep track of the
time the vehicle was seen Dby those
Controllers within their reading zone. A
primary server will get this data. As a
result, the primary server will compute the
fees and generate invoices for the vehicle
ids.

Conclusion and next work

The proposed work focuses on developing
a smart traffic control system employing
RFID, which will do away with the
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shortcomings of the current system,
including its high implementation costs
and reliance on external factors. The
proposed approach tries to handle traffic
congestion effectively. Additionally, it is

more affordable than the current system.

SMART PARKING

Industries all over the world are quickly
adopting fully automated
technologies.Manual operators are being
replaced by control systems, and
completely automated machines are taking
the place of workers. Smarter machines
and fewer workers result in reduced
operating and while raising the level of
services or goods offered, personnel
expenses. By including a smart parking
system into this study, parking lots will
provide higher-quality services mechanism
that helps drivers locate open parking
spaces . It includes parking concept for a
guidance and information system that will
effectively help drivers and guarantee the
security of the vehicles and the contents
inside. In this parking system, a computer
keeps track of users' licence plate numbers
and logs their use of the parking lot for.
FLOWCHART :
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SMART WASTE MANAGEMENT

All waste materials, with the exception of
unsure waste, liquid waste, and regional
emissions, are included under the umbrella
term "solid waste.” The two main
categories of residential and commercial
solid wastes are frequently added to this
division. The waste that is referred to as
"garbage” is the subject of the residential
cluster. The waste that is collected by
community services falls under the

category of rubbish, which is frequently

represented. Industrial and agricultural
clients are clients of the business cluster.
These buyers generate greater amounts of
waste and are much more dispersed. The
primary and most significant distinction
between urban routes and business routes
is that the waste management company
serves locations, i.e. businesses, rather

than streets or neighborhoods.
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FLOW CHART :

Infrared
Sensor 1
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Power
supply

Data
transfer

SMART AIR MANAGEMENT

Our daily activities and quality of life are
both impacted by air pollution. The
ecosystem and the standard of living on
the planet are at risk. Since there have
been more industrial activities in recent
years, there is a very obvious need to
monitor the quality of the air. People need
to be aware of how much their actions
have an impact on the quality of the air. A
system for monitoring air pollution is
proposed in this project. The Arduino

microcontroller was used in the creation of

the system. The real-time monitoring and
analysis of air quality along with the
logging of data to a remote server that
receives updates through the internet are
all features of the air pollution monitoring
system. The Parts per Million (PPM)
measures were used to measure the air
quality, and Microsoft Excel was used to

evaluate the results.
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EMERGENGY PREPARATION AND DISASTER MANAGEMENT

The most frequent natural catastrophes,
which can happen anywhere in the United
States, are caused by meteorological and
geological occurrences. Their effects can
be small-scale or large-scale, predictable
or unforeseen. From minor to significant
damage is possible. The infrastructure
(roads, bridges, and utilities) of any
location may be affected long-term
depending on the severity of the incident.

The organisation that supports disaster

CONCLUSION :

This paper summarizes about the various
technologies integrated in developing
smart cities. The present uses of loT
technology in smart cities and the resulting
public benefits are covered in depth. In
today's hectic environment, IoT in Smart
Cities has become a reality, and the line

separating fact from fantasy has blurred .

preparedness and mitigation efforts as well
as coordinating response and recovery
after a major disaster has been declared is
the Federal Emergency Management
Agency (FEMA). A disaster, according to
FEMA, is "an occurrence that leaves a
significant number of people dead or
injured; significantly impairs or destroys
facilities that meet and sustain human

needs.

The potential automations in this sector in
the future are described. The technology's
difficulties and potential applications in
the future are examined. The lives of the
people would be bettered if smart cities are
constructed in an organised manner with

good planning and analysis.
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ABSTRACT

Underwater Wireless Sensor Network
(UWSN) technology is extensively
employed in  several underwater
surveillance and exploration activities and
has established itself as an advanced
technology. For efficient and qualitative
research analysis, several UWSN methods
have been developed throughout the years
or current protocols have been modified.
One of the strategies that is frequently
utilized in conjunction with UWSN
procedures to get better outcomes is data
aggregation. Therefore, it is first and
foremost essential to deliver a regular
assessment of data aggregation. In this
study, we emphasize the advantages and
disadvantages of the UWSN survey with
data aggregation. Researchers have
suggested a data aggregation approach in
which the aggregator node gathers the
detected data from surrounding nodes,
processes it, and then transmits it to the
sink in order to build energy-efficient
algorithms for UWSN. The goal of this
work is to stimulate the attention of the
research community in issues that

J. Naresh Prasanna
Department of ECE, Jansons Institute of

Technology, Coimbatore

YeguriNavin
Department of ECE, Jansons Institute of

Technology, Coimbatore.

mayarise in the future and will be
determined by a survey of current
solutions. The methods that are now used
to aggregate data may be classified as
cluster-based, non-cluster-based, and
other strategies. The currently used
methods are examined together with their
benefits and drawbacks. In addition, the
energy consumption, latency, and packet
loss for K-means, distributed underwater
clustering system, and Round-based
clustering techniques are examined with
and without aggregation.

Keywords - Aggregation, Underwater
Sensors, Cluster, Distributed clustering.

INTRODUCTION

Underwater Wireless Sensor Networks
(UWSNSs) are a relatively new topic of
research, however there has previously been
extensive research done on terrestrial sensor
networks in many areas [1]. UWSN is
different from commonly used land-based
sensor networks in terms of the way acoustic
signals are sent, the price of expensive
sensors, the amount of memory available to
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store data, the amount of power available for

communication, and the density of sensor
deployment. UWSN is used in many
applications having underwater environment
like pollution  monitoring  especially
chemical waste, monitoring of the
population of underwater flora, fauna, the
examining of the health of rare marine
creatures, mine reconnaissance, disaster
prevention, assisted navigation, nutrient
production, oil leakage detection, distributed
tactical surveillance, oceanographic data
collection, target detection, tracking and
underwater military applications [2].

In UWSN, sensor nodes are set up in a
network to gather data or information and
send it to a sink. The UWSN protocols are
being used for monitoring purposes in
various aquatic mediums, such as rivers,
lakes, ponds, etc. However, as oceans and
other big bodies of water have a larger
surface area and a variety of variables that
must be evaluated in real time, such as the
area that will be affected, the water's level,
the pressure, etc., these processes might not
provide accurate information in these cases
[3]. The approach of data aggregation is
being utilized in addition to routing
protocols to get around this problem, where
greater data is gathered and aggregated at a
node before being transmitted to a sink.

An underwater network is often made up of
numerous separate sensor nodes that
combine data and use forward operations to
transfer the combined data to a node referred
to as the sink node. Operating costs,
memory  requirements, communication
range, and the finite lifespan of individual
sensors present the greatest organizational
challenges [4].
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Figure 1. Underwater Wireless Sensor
Network Scenario
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Figure 2. Classification of UWSN data
aggregation techniques

EXISTING SURVEY ON DATA
AGGREGATION IN UWSN

Typically, more network models have been
employed for the distribution of nodes by
routing schemes and methodologies
regarding different algorithms, but still, the
design of energy-efficient routing protocols
is one of the key challenges in the
development of the underwater
environment. Besides, clustering,
aggregation, and Quality of Service (QoS)
are important models to reduce energy
consumption and transmission loss [7].
Aiming at these concerns, this paper
presents an Energy-aware QoS based cluster
routing with an aggregation management
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algorithm  (EQoSCRAM) to  provide

efficient path discovery with less energy
consumption for UWSN. Data aggregation
is performed using sleep wake scheduling
process from the cluster area to avoid
collisions. EQ0S-CRAM approach offers
priority-based QoS data transmission with
less delay.

In underwater wireless sensor networks
(UWSNSs), most of the mobile sink data
gathering scheme assumes that sensor nodes
are static [8]. Also, very limited set of works
aim to eliminate the data redundancy during
data gathering. Moreover, the data collection
latency, error rate and load have to be
considered in addition to the buffer space
and energy level of the nodes. Here, a
mobile sink data gathering technique is
designed where rendezvous points (RPs) and
sojourn times are selected. The RPs, where
the mobile sinks stop to gather the data, are
selected based on the node density, current
traffic load and energy level of nodes. The
proposed scheme, that is, adaptive
distributed mobile sink data gathering
(ADMSDG), eliminates data redundancy
even by considering mobility of all the
nodes including sink node.

A novel scheme, Floating Nodes assisted
Cluster-Based Routing (FNCBR) scheme for
efficient data collection in UASNs was
proposed. In FNCBR [12], the network
space is divided into cuboids to form
clusters. Then, every cuboid is consigned
with a floating node (FN) at the surface
layer and two fixed cluster heads (CHSs) are
suspended at different depth levels. All CHs
of cuboids are supposed to be connected
with a floating node via a wired connection,
while source nodes are haphazardly
distributed in the whole network region. In
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FNCBR, source nodes are liable to send the

sensed data either to the FN or to the nearest
CH. The data collected by the CHs is moved
towards the FNs, which further disseminate
the data to the on-shore monitoring center
via a Radio Frequency (RF) link.

Autonomous Underwater Vehicles (AUVS)
are a considerably reliable source of data
collection if they have significant trajectory
movement. Therefore, in this paper, a new
routing algorithm known as Elliptical
Shaped Efficient Data Gathering (ESEDG)
is introduced for the AUV movement [14].
ESEDG is divided into two phases: first, an
elliptical trajectory has been designed for the
horizontal movement of the AUV. In the
second phase, the AUV gathers data from
Gateway Nodes (GNs) which are associated
with Member Nodes (MNSs). For their
association, an end-to-end delay model is
also presented in ESEDG. The hierarchy of
data collection is as follows: MNs send data
to GNs, the AUV receives data from GNs,
and forwards it to the sink node.

CLASSIFICATION AND STATE-OF-
ART

A cluster-based method for the UWSN that
involves CH election and cluster creation.
Additional data is sent to the sink node both
with and without the use of data aggregation
(averaging technique).

Harb et al. designed a k-means algorithm - a
heuristic algorithm that attempts to do k-
means clustering. An ideal k-means
clustering algorithm selects k points such
that the sum of the mean squared distances
of each member of the set to the nearest of
the k points is minimized.

Domingo et al. presented DUCS

3
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(Distributed Underwater Clustering

Scheme), where random mobility of nodes is
assumed and timing was adjusted
continually to reduce loss of data. It uses
GPS-free routing protocol without using any
flooding technique. It minimizes the
proactive routing message exchange

Tran et al. designed a technique named as
round-based clustering (RBC). It performs
in rounds which constitute four phases that
are initialization, cluster-head selection,
clustering and data aggregation phase.

PERFORMANCE ANALYSIS OF
AGGREGATION TECHNIQUES

The cluster-based method divides the
network into clusters, which are collections
of nodes, and specifies a technique for
linking each cluster to the others. A focused
and reliable network is produced by the
cluster-based configuration. Additionally,
reducing network energy usage is a difficult
topic that has recently received attention in
UWSN.

K-Means and an ANOVA model were used.
A clustering method based on similar node
reading function has been reported by Herb
et al. (2015). They hypothesized that
readings serve as the data transmission
medium between nodes and the cluster head
(CH). Two stages of data aggregation are
present in the scheme. First, before
delivering its data set to its CH, each node
periodically cleans its reading to minimized
data duplication. Following data
transmission, the K-means method, which is
based on a one-way ANOVA model, is used
to alert nodes that produce similar sets of
data, aggregating the similar sets before
transmitting them to a sink. In general the
readings are sent periodically from sensor
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nodes to their appropriate CHs. They also

used distributed energy-efficient clustering
algorithm  for efficient communication
between cluster head and base station.

SIMULATION PARAMETERS

Parameter Values
Network size 75 nodes

Simulation time 10, 20, 30, 40,50 s

Packet size 250 bytes
Delta value 0.5
Traffic rate 50 Kbps

Channel capacity 2 Mbps

Range 100 m
Initial energy 1000J
Transmission 2.0W
power

Receiving power 0.75W

The figure shows the average delay occurred
in K-means clustering technique with and
without aggregation. It is inferred from the
results that K-means clustering technique
when applied without aggregation in UWSN
involves more collision amongst the data
packets as compared to the technique
applied with aggregation.
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Figure 3. Performance evaluation of K-
means clustering

Thus at particular intervals of time there
occurs 27% less delay in case of with
aggregation in comparison to thetechnique
without aggregation.The technique of data
aggregation consumes lesser energy thus the
K-means  clustering  technique  with
aggregation consumes 28% lesser energy in
comparison to without data aggregation
scenario. The reason behind the same is the
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occurrence of huge redundancy

while sending data without aggregation.

The analysis represents the average packet
drop occurred w.r.t. time measured in
seconds for K-means clustering technique
with and without aggregation. Packet drop
after aggregation is 41% less as compared to
without aggregation. This is due to the fact
that the technique of aggregation when
applied leads to lesser number of collisions.
However absence of aggregation implies
more collision and buffer overflow in the
network.

Distributed underwater clustering system
(DUCS) have presented DUCS (Distributed
Underwater Clustering Scheme), which
assumes random node mobility and
continuously modifies time to minimize data
loss. Without utilizing any flooding
techniques, it uses a GPS-free routing
mechanism. The proactive routing message
exchange is reduced to a minimum. To
reduce data duplication, more data
aggregation is used. Using a constantly
modified timing advance along with guard
time values, the technique further improves
communication  while reducing  high
propagation delay in the aquatic medium.

The analysis reiterates that the
presence of aggregation leads to collision
free network and lesser packet drop w.r.t.
time. The numbers in the graph implies that
average number of the packet drop is 73%
lesser in the scenario of DUCS clustering
technique with aggregation than without
aggregation scenario. Also it has been seen
that there is buffer overflow in the network
in case of without aggregation.
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Figure 4. Performance evaluation of DUCS
clustering

The figure infers that the average energy
consumption for DUCS clustering technique
with aggregation is 38% less in comparison
to the technique without data aggregation.
The occurrence of huge redundancy during
data transmission in case of without
aggregation consumes more energy.The
figure shows that delay for DUCS clustering
technique is 31% less in presence of data
aggregation as it involves lesser collision
amongst data packets in the network.
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Round-based clustering is a technique

developed by Round-based Clustering
(RBC). The four processes of initialization,
cluster-head selection, clustering, and data
aggregation are performed in rounds. The
network's sensor nodes and sink node are
deployed during the initialization phase. In
this case, the sink node starts a round by
setting the time. The selection of cluster-
heads takes place in the second phase.
Gathering data on residual energy, location,
and proximity to the BS/sink node occurs
during this phase. Clusters are created for
each cluster-head and its members during
the clustering process. Data is then gathered
and sent to the sink node by cluster-heads in
the final step. This process of clustering
prolongs the network lifetime. This
technique saves energy consumption thereby
enhancing throughput of the network.

The figure reiterates that the presence of
aggregation leads to collision free network
and lesser packet drop w.r.t. time. The
numbers in the graph implies that average
number of the packet drop is 42% lesser in
the scenario of round based -clustering
technique with aggregation than without
aggregation scenario. Also it has been seen
that there is buffer overflow in the network
in case of without aggregation.
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Figure 5. Performance evaluation of RBC
clustering

The figure infers that the average energy
consumption for round based clustering
technique with aggregation is 20% less in
comparison to the technique without data
aggregation. The occurrence of huge
redundancy during data transmission in case
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of without aggregation consumes more

energy.

OPEN ISSUES AND
CHALLENGES

FUTURE

The future challenges of data aggregation
techniques in UWSN are listed below:

i.  The clustering protocol should be
energy efficient and reliable.

ii.  The cluster heads involved in data
aggregation process should be honest
and trust worthy.

iii.  The aggregation should ensure fault
tolerance (i e.) it should handle all
types of faults involved in the
data delivery.

iv.  The aggregation should be free from
collision or interference by choosing
suitable scheduling technique.

v.  The aggregation should be free from
congestion and overloading.

vi. The aggregation technique should
provide suitable loss recovery
techniques for recovering burst
losses.

vii.  The similarity functions used for
data aggregation should eliminate the
outliers or inconsistent data.

viii.  Node or cluster head mobility should
be handled in an efficient manner.

ix.  The aggregation techniques should
ensure  minimum latency and
overhead.

X.  While constructing aggregation trees
or paths, effective void recovery and
depth adjustment processes should
be applied.

CONCLUSION

The data aggregation methods in UWSN
that have been discovered by researchers in
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the past are surveyed in this study. For the

purposes of surveillance, monitoring,
assisted navigation, etc. in UWSN, a number
of protocols have been developed. Further
research revealed that employing data
aggregation will reduce energy usage during
data transmission as well as lengthen the
network's useful life. Based on research, the
data aggregation techniques are classified
into three major categories that are cluster
based, non-cluster based, and other
techniques. For the very purpose, we have
considered three cluster based techniques
that are K-means, RBC, and DUCS
clustering, whose results are graphically
represented in terms of delay, packet drop
and energy consumption using MATLAB.In
our paper, the simulation results of a
technique with data aggregation is compared
to the results of same technigue without data
aggregation to show the impact of data
aggregation.The reduction in the three
parameters delay, packet drop and energy
consumption in case of protocol with data
aggregation is mainly due to lesser collision
and redundancy.This has truly justified the
use of data aggregation technique along with
routing protocol in UWSN as an efficient
tool and has generated the need of survey on
data aggregation that may create further
interest towards its scope and to overcome
its limitations to meet the identified
challenges.
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Abstract—The term "*honey pot™ refers to a non-
productive device used to lure attackers with
alluring bait. Using black hat approaches can help
system administrators become more aware of
system problems. This report offers a summary of
current developments in honeypot research based
on an assessment of more than 20 papers on
honeypots and related topics. In contrast to
conventional IDSs, honeypot technology is a recent
advancementin the fieldof intrusion detection that
tends to give the attacker all the tools they need to
launch a successful attack. The usefulness of honey
pots comes from the nefarious use of their assets,
providing a platform for investigating the methods
and tools used by intruders.

Keywords: Intrusion and Detection, Honeypots,
and Nefarious.

I.INTRODUCTION

Protecting computers from attacks launched by malicious
users is the fundamental purpose of computer security.
Researchers and developers may attempt to safeguard the
software they create in a variety of ways. Some are
reactive, such as owning your competitors, where new
vulnerabilities are leveraged to target browsers, while
others are proactive, such as code reviews and regression
testing. Honeypots are one type of tool that can combine
both functions. During the Cold War, ensnaring an
opponent in a trap to obtain intelligence was referred to
as using a honey pot or honey trap. A "honey pot" is a
trap that is set up to detect, foil, or otherwise dissuade
attempts to exploit information systems without
authorization.

11.HONEYPOTS

A special security tool used as part of a security system
in an organization is called a "honey pot."” You want the
bad guys to use these tools, after all. Because a honey pot
is essentially an IT resource whose value is derived from
illegal or unlawful use, the value of honey pots

may be generated from the risks associated with their
use. They are only partially useful if an attacker doesn't
interact with the honeypots. Some problems cannot be
solved with honey pots. They are tools with security-
related applications. They can serve as early warning
systems, halting automated attacks and snatching up fresh
exploits to gather information on new dangers.
Furthermore, honey pots come in a range of sizes and
designs.

xternal Network

Anomalous Traffic

Shadow Honeypot

Se_rver .
Figure 1:Architecture of honeypots.

IHHT.INTERACTIONS OF HONEY POTS
llI.1. Low Interaction  Honey  pots
According to low-interaction honeypots, the intruder is
not given access to the operating system. It just offers
services like FTP, HTTP, Sash, etc. These low-
interaction honeypots serve as passive IDS devices,
allowing network traffic to flow unaltered. Honeyed,
specter, and BOF are a few instances of honey pots with
limited interaction. In contrast to spectre, which was
developed by Netsec and is not an open-source
programme, honey is an open-source tool with limitless
service emulation capabilities. The well-known
illustration of a honey pot with little interaction is honey.
On a single machine, the honeyed ISADaemon replicates

a huge network. It offers a structure for generating
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several virtual hosts using free IP addresses on the

—— IV.HONEY POT FUNCTIONS
Services
Simulate
oS e Implementing a honey pot essentially has two goals. To
Intndex _ Interaction appear credible to attackers is the first strategy. The honey
e Honeypot pot ought to appear to be worth something. Furthermore,
Host it shouldn't be simple to find it. The Honeypot information
os collection is the other goal. The honey pot is essentially
network. useless without this. According to the toothier
implementation, honeypots can be split into physical
Figure 2:Architecture of low interaction honeypots. honeypots and virtual honeypots. Niles Provosts'
Honeyed [Pro04]. Virtual honey pots and virtual
1.2. Medium Interaction Honey pots networks of honey pots are built using the Honeyed

software platform.

These are similar to low-interaction honey pots in that
they don't grant OS access to attackers but are morelikely
to be probed. Nepenthes, Diocese, honey traps andcollect IV.1. Physical Honey pots
are a few examples of medium interaction honey pots.

These honey pots also offer the attackers fugitive services.  Tangible honeypots a true computer running the entire
You can use Mwcollect and nepenthes to gather the  software stack constitutes a physical honeypot. The
propagating malware. computers have unique network addresses and are
connected to a network. Since practically everything is
real and there are no unique limits in the environment, a
111.3. High Interaction Honey pots physical honeypot is probably the most convincing
honeypot. This allows for almost as much interaction as a
These are the most advanced honey pots. These create  real manufacturing system. In order to prevent the
challenging design and implementation issues. These  honeypot from being exploited to launch more attacks,
honey pots require a lot of time to build and pose the  outbound network connections are typically banned and
greatest hazards due to the fact that they employ real  carefully monitored. Physical honey pots require a lot of
operating systems. Nothing is mimicked or restrained in ~ upkeep and are quite expensive [Spi02]. First, a certain
high-interaction honeypots. Sebeka and Argos are two  physical machine is needed for the honey pot. Networking
examples of honeypots with high engagement. These  hardware is also necessary for a full networkof physical
honeypots involve real operating systems, which  honeypots. Monitoring and analysis are also relatively
considerably enhance the level of danger. As a result, a  challenging.
kind of trade-off is made to gather a lot of information by

permitting an attacker to communicate with the real IV.2. Virtual Honey pots
operating system. This aids in recording the behavior of
attackers so that it may be examined later. The honey pot system is simulated using software in a

virtual honey pot. In comparison to an actual honey pot,

this has several benefits. It is simpler and safer to operate

a virtual honeypot because only the necessary

e functionality _needs_ to be pr0\_/ided. [BK_H06].

Furthermore, simulation enables the implementation of

even complex honeypot networks with relatively low

resources [Pro04]. A physical honey pot always has a high

Operating level of engagement since it uses a real operating system.

Intruder System Interaction In terms of engagement, virtual honey pots offer more
JE— Honeypot variety. A very basic honey pot with little interaction

Figure 3:Architecture of high interaction honeypots. might only have a phony service. A virtual network stack

might be implemented and numerous services could be
launched simultaneously in a morecomplex honeypot. To
create a honeypot with high interaction, a real operating
system and a virtualmachine could be employed.
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v. HONEYED

A framework for building digital honey pots is called
Honeyed. It can imitate different TCP and UDP services
and works at the network level. Therefore, Honeyed is a
honeypot with little involvement. The framework can
simulate both individual network hosts and large
networks. A packet dispatcher, protocol handlers, a
personality engine, and a routing component make up
Honeyed's major parts. The other components’
operational details are specified in a configuration
database. It contains a number of templates that describe
the topology of a virtual network. A template is a
honeypot's specification. To develop virtual honey pots,
templates are tied to network addresses.

vI.HONEY POT COMMUNICATION
WITHIDS/IPS

IDS and IPS systems in a network can complement each
other with honeypot systems as security measures. Recent
research in the literature demonstrates that honeypot
systems are utilized in conjunction with intrusion
detection systems. Figure 4 depicts the general
configuration of the scenario when honeypot systemsand
IDSs are utilized in tandem. Figure 4 illustrates how
honeypot systems can be used in this kind of hybrid
approach as a zero-day detection engine. As a result,
new assaults that were previously undiscovered can be
found. Considering that the majority of traffic on the
honeypot is malicious.

The vulnerability of honeypots gives them strength. A
hive's attention by exploiting its security flaw, simulating
the security vulnerability reaction, or both. Bees are used
to producing honey and serve as a trap. Provide them with
intruders to assault. Since they lack genuine and important
information about them. They arenot a real-world threat
Unlike other networks and information sources,
equipment for security, such as intrusion detection
systems Firewalls, and honeypots are not used to solve
particular issues. solution. A smallcomponent of security
systems is honeypots. Each problem solution is directly
correlated to its usage, design, and how they are used.

The primary uses for honeypots in conjunction with
IDS/IPS systems are as follows:

e To be better knowledgeable about intruder
tactics and security flaws.

e To detect intruders and other unwanted traffic.

e To identify attacks from outside the network as
well as malicious activity that already exists on
the network.
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e To conceal the actual systems, which are built
via honeypots.

e To identify fresh attack strategies and patterns.

e Toincrease system security.
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Figure 4:Honey pot communication with IDS/IPS
vil. NETWORK DECOYS

Network monitoring can benefit from the use of honey
pots [Pro04]. In those areas of a network that are not used
for production, honey pots are set up for monitoring.
There should ultimately be some traffic that reaches one
of the honey pots when an attacker probes the network.
Usually, warnings are reliable before reaching honey pots.
However, if the attacker is aware ofthe honeypots, they
are ineffective. Additionally, theyare unable to recognize
the absence of attacks. By developing decoy systems,
honey pots can be used for purposes other than network
surveillance [Pro04]. The
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attacker might be unable to distinguish between systems
that are truly valuable and those that are not. As a result,
the attacker might have to put in more effort and spend
more time attacking the system. This facilitates simpler
detection.

viil. PREVENTION OF SPAM

Spammers conceal their identity by using open mail
relays and open proxies [Pro0O4]. Any sender is
accepted by an open mail relay without the need for
authentication. Any client on the network is permitted to
establish connections through open proxies. To catch
spam and identify its sources, use honey pots that pose
as open mail relays or open proxies. Spam that has been
caught allows for better filtering. Knowing where the
spam is coming from may make it possible to block the
spammer from the network. Instead, a honeypot can be
used to gather the source addresses of attempted mail
deliveries. The addresses are momentarily added to the
blacklist of the actual mail server. This eliminates
information from sources that will virtually surely try to
spread spam. So far, honeypots appear to have had some
success.

IX. COLLECTING MALWARE

Malware samples that spread on their own can be
automatically collected by an appropriate honey pot. This
enables the widespread capture of live malware. This
enables, for example, research on real-time data and
continuous improvement of antivirus and intrusion
detection programs [BKHO06]. Malware capture by hand
would be far too slow. This filters out sources that almost
certainly attempt to distribute spam. So far, honeypots
seem to have had some success. The Nepenthes platform,
a low-interaction honeypot, does this in the manner
described below [BKHO06]. The platform simulates a
number of well-known, remotely exploitable
vulnerabilities. The payload of a network connection that
could result in an exploit is captured by the honey pot. The
presence of machine-executable code in the payloadis
then determined.

X.DETECTION OF MALICIOUS WEB
CONTENT

Web browser flaws could make it possible for malicious
Web pages to infect the system with malware. Nowadays,
exploited pages are rather common, making manual
identification and analysis impractical [WBJ06]. Client
honeypots can aid in the analysis and at leastpartially
automate detection. Exploits are discovered
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using Honey Monkey, a high-interaction client honeypot
[WBJ06]. A variety of virtual machines running Windows
XP instances at different levels of patching make up the
system. A list of URLS is sent to the system,and each one
is visited by a customized Web browser running inside a
virtual computer. The system, files, and registry are
inspected in between URL visits. The URL would be
reported as if any alterations were made outside of the
working area of the browser.

XI. LEGAL ISSUES PERTAINING
TOHONEYPOT

The majority of the research on this subject came to the
conclusion that there are two main legal spectrums when
it comes to honey pots:

1. ENTRAPMENT:
When a criminal is coerced into acting against his
better judgment, this is called entrapment. In
general, honey pots should be utilized as a
protective detective tool rather than an
aggressive attempt to lure intruders.

2. PRIVACY:

The tracking of operational and transactional
data is the second significant area of privacy
concern. Transactional data contains things like
keystrokes, websites visited, files downloaded,
chat logs, emails, and other things, whereas
operational data includes things like user
addresses, header information, and other things.

X11. CONCLUSION

Business enterprises are poised to use honey pots as a
crucial defense against hacker attacks. It's a method of
surveilling your adversary, and it might even serve as
camouflage. When hackers are actually just hanging
around in a honeypot, keeping the real network protected,
they can fool people into thinking they have accessed a
business network. Honeypots have become a crucial part
of the enterprise's overall intrusion security approach.
Security professionals advise against replacing current
intrusion detection security methods with these systems;
instead, they see honeypots as a supplement to host- and
network-based intrusion detection. It's difficult to deny
the benefits honeypots offer in incursion protection
techniques. As security managers learn over time.
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Abstract - By using a health monitoring system, we
can find our health details. The health details are like
height, Weight, Body Mass Index (BM1), Oxygen level
of a blood, pulse rate and body temperature. Those
health details are displayed, stored and shared to the
user for their medical reference in the future moment.
This function is done by GSM based

INTRODUCTION

In this project we are using a pulse oximeter. A
pulse oximeter is a medical instrument that measures the
saturation oxygen level of a blood and pulse rate. The
saturation point oxygen level is very important to
monitor while a patient is at risk for further process of
medication. The method of measuring heart rate and
oxygen level conventionally is laborious, prone to errors,
and requires the presence of a physician. And by using an
LM35 sensor to check the body temperature. In this
project, we use Arduino based smart pulse oximeters to
measure oxygen level and heart rate, the values would be
sent to our mobile number. By using a remote patient
monitoring system, the data transmission is based on the
GSM module. In this project we use an application to
store the data, where it can be viewed through mobile
phones.

Health is always a major concern in every growth the human
race is advancing in terms of technology. Like the recent
coronavirus attack that has ruined the economy of China to
an extent is an example how health care has become of
major importance. In such areas where the epidemic is
spread, it is always a better idea to monitor these patients
using remote health monitoring technology. So, the GSM
based health monitoring system is the current solution for it.
In this idea we proposed a method to protect and help the
people using the health monitoring system. So, GSM based
health monitoring is well suited for this type of operation.

OBJECTIVE

The objective of developing monitoring systems is
to reduce health care costs by reducing physician office
visits and hospitalizations procedure (checking for BPM,
SPO2 and BMI). The GSM technology is helps to send the
patient body health parameter data to our appropriate
mobile number.

EXISTING SYSTEM

Actually, nowadays many of the medical
equipments and products are available but these are very
costly and also, it’s not efficient one and normal people
can’t buy these kinds of products so they go to hospital for
check our health in this process also take more time and
money
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PROPOSED SYSTEM

But our proposed system is used for common
peoples and above-mentioned devices are integrated
and give it in one single device and it’s placed in
public places. So, peoples also check our health
parameter easily and then they also save our time and
money also.

PROPOSED ARCHITECTURE CONCEPT

Fig.1. Architecture of Health Monitoring System

BASED ON GSM MODULE

This architecture shows the health monitoring
system. They are four sensors for sensing the height,
weight of the body, Blood Pressure Measurement,
Oxygen Saturation and body temperature. After sensing
the health data that will be displayed and shared to the
user for the reference. GSM module is used to share the
data to the user.

SPECIFICATIONS

A. ULTRASONIC SENSOR

Fig.2.Ultrasonic

An ultrasonic sensor is an electronic device that
measures the distance of a target object by emitting
ultrasonic sound waves, and converts the reflected sound
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into an electrical signal. Ultrasonic waves travel faster than
the speed of audible sound.

In this project the ultrasonic sensor is used to measure
the height of the human body. The height data is used to
calculate the BMI (Body Mass Index).

B. LOAD CELL

Fig.3.Load cell

Load cells are sensors that detect force (mass,
torque, etc.). When force is applied to a load cell, it converts
the force into an electrical signal. Load cells are also known
as load transducers, because they convert a load (force) into
electrical signals. In this project the load cell is used to
calculate the weight of our body. The weight data is used to
calculate the BMI (Body Mass Index).

C. PULSE OXIMETER

Fig.4.Pulse Oximeter

A pulse oximeter is a device that is usually placed
on a fingertip. It uses light beams to estimate the oxygen
saturation of the blood and the pulse rate. Oxygen
saturation gives information about the amount of oxygen
carried in the blood.

In this project the pulse oximeter is used to find the
oxygen saturation of the blood and the pulse rate of the
body.

D. MLX90614 INFRARED TEMPERATURE SENSOR

Fig.5 MLX90614 INFRARED TEMPERATURE SENSOR
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Infrared (IR) temperature sensors enable accurate
non-contact temperature measurement in medical
applications. The most common applications for this type
of temperature sensor is measuring ear temperature,
forehead temperature, or skin temperature. But in this
project, we are using skin temperature sensor. For
measuring the body temperature.

E. ARDUINO UNO

S O®

- @Y e

Fig.6.Arduino UNO

Arduino UNO is a microcontroller board based
on the ATmega328P. It has 14 digital input/output pins
(of which 6 can be used as PWM outputs), 6 analog
inputs, a 16 MHz ceramic resonator, a USB connection, a
power jack, an ICSP header and a reset button.

In this project the Arduino uno helps to calculate
the health data and process the data for display and
sending the data.

F. 16x2 LCD DISPLAY

4r71'r-1 Ha

Fig.7.16x2 Lcd Display
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